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We report a quasichemical model for point defect equilibrium in Cu2ZnSnS4 (CZTS). An ab
initio calculation was used to estimate the changes in the phonon spectrum of CZTS due to trial

point defects and further vibrational free energy, which in turn influences the final defect

concentrations. We identify the dominant point defects and estimate the free carrier

concentrations as functions of the Zn, Cu, and Sn chemical potentials, the sulfur chemical

potential being set by the vapor-solid equilibrium with elemental S at the same temperature as the

sample (one-zone annealing). As hinted by calculated low formation enthalpies, either the Cu

vacancy (V�Cu) or Cu on Zn antisite (Cu�Zn) acceptors are expected to dominate over a wide range

of cation chemical potentials. However, the sulfur vacancy (V2þ
S ) becomes a dominant

compensating donor especially for one-zone annealing conditions. We also find that different

native defects induce distinct perturbations to the vibrational free energy, resulting in non-trivial

qualitative and quantitative shifts in the defect equilibrium. At typical annealing temperatures and

Zn-rich conditions, this may introduce especially strong modulations in the concentrations of

Zn2�
Sn and, contrary to enthalpic predictions, of ZnþCu compensating donors. The modeling indicates

that one-zone processing should result in CZTS, which is p-type but extremely compensated

because native donor defects are stabilized by the low Fermi level and finite-temperature effects.
VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4819206]

I. INTRODUCTION

Cu2ZnSn(S,Se)4 (CZTSSe) is an alloy system promising

for use as thin film solar cell absorber layer at terawatt

scale.1,2 Beyond the fact that CZTSSe has the requisite high

optical absorption coefficient and direct band gap matched to

the solar spectrum, all of its constituent elements are abun-

dant both geologically and industrially.1,3,4 The maximal

efficiencies of solar cells based on the pure sulfide CZTS and

on the mixed sulfoselenide Cu2ZnSn(S,Se)4 are 8.4% and

11.1%, respectively.5,6 CZTS is especially interesting

because of its potential for high open circuit voltage (VOC).

However, the production of high-performance CZTS thin

films is hindered by competition with at least 8 secondary

phases;7,8 moreover, this material is known to exist in three

ordered polymorphs as well as disordered structures;9,10 it is

typically prepared as polycrystalline films,11,12 and routinely

contains large concentrations of native defects.13–16 In heter-

ojunction thin film solar cells, the charged point imperfec-

tions in the lower-doped absorber layer control the depletion

width and dominate defect-mediated recombination within

it.17,18 Thus, the prediction of point defect concentrations is

extremely important and can lead to insights which can help

to identify processing routes for absorber layers resulting in

high solar cell performance.

In the canonical work by Kr€oger, the theoretical analysis

of point defects in ceramics and semiconductors is based on

quasichemical theory.19 This approach allows to calculate

the concentrations of isolated point defects in an otherwise

perfect crystal for various thermodynamic boundary

conditions.19–23 In well-studied materials having a limited

number of enthalpically probable defects, reaction constants

are determined by the fitting of a dominant charged defect’s

concentration to the measured free carrier density.19,20,23

Therefore, many quasichemical models are based on experi-

mental results applicable over a small range of single-crystal

annealing conditions. In the general case where multiple

defects may have comparable concentrations, the fitting of

models to experiment can be ambiguous.

Typically, calculations of point defect equilibrium are

performed assuming conditions of thermodynamic equilib-

rium between a crystal and a gas phase at a high processing

temperature. On the other hand, most characterization

experiments on thin film samples are carried out at, or below,

the room temperature.19,22 Calculations of full equilibrium at

room temperature correspond to cooling infinitely slowly. In

calculations that simulate quenching, the total concentrations

of point defects (both neutral and charged ones, for each

type of defect) are computed at the processing temperature,

after which the carrier statistics is recalculated at room tem-

perature.19,20,23,24 If applied correctly, such quasichemical

models are capable of encompassing the full range of

temperature-time annealing profiles and even variations in

the chemical potentials during processing.

The development of computational techniques and com-

puting power has progressed sufficiently to allow reasonablya)Electronic mail: vvkosyak@gmail.com
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accurate prediction of formation and ionization energies of

point defects from first principles.20,22–30 The use of these

values in quasichemical modeling has been shown to provide

sufficient correlation between experimental and calculated

results such that useful insight can be gained.20,22–24

Predicted defect concentrations are exponentially sensitive

to the calculated formation energies; therefore, it is still

necessary to defer to experimental results.23 However, in the

current early stage of study of CTZSSe, theoretical results

are the only ones available which can identify specific

defects and their properties. We thus seek in this work to

extract trends and insights which can guide experiment and

help to explain observed phenomena, rather than make exact

numerical predictions. In the best quasichemical analyses of

point defects in semiconductors, large single crystals are

studied.19,23 In the case of thin film samples, free surfaces

and grain boundaries may modify the defect equilibrium

making the modeling of defect populations more

complicated.31–33 Deviations from quasichemical model pre-

dictions, especially in polycrystalline thin film samples con-

taining extended structural defects, should be anticipated.

The usual quasichemical formalism assumes a dilute

arrangement of non-interacting defects. This means first that

they are sufficiently widely spaced such that formation ener-

gies and discrete charge transition levels are not modified by

interactions between defects, in the sense that neither are the

corresponding levels shifted, nor corresponding energy-

resolved distributions broadened. Second, it means that the

dilute approximations for the configurational entropy used to

derive the Boltzmann statistical occupations of defects on

(sub)lattice sites are not violated. These translate into state-

ments that the total defect concentration should neither result

in orbital overlap amongst pairs of defects nor exceed a

small fraction of any sublattice’s site density. A third princi-

ple results from the common use of non-degenerate carrier

statistics for the valence and conduction bands. This is that

the defect-related total density of states should be small com-

pared to the bands’ effective densities of states. In numerical

terms, these constraints suggest rule-of-thumb upper limits

on the total defect density (sum of all defects) in the

1018–1020 cm�3 for the model to remain self-consistent.

Therefore, the modeling within parameter ranges resulting in

predicted concentrations above this threshold should be

treated with suspicion as the model’s assumptions will be

broken.

Many experimental34–36 and theoretical27,28,37 studies of

point defects in multicompound semiconductors such as the

I–III–VI2 semiconductor Cu(In,Ga)Se2 reveal a complicated

interplay of point defects and their complexes. Likely domi-

nant defects in CuInSe2 and Cu(In,Ga)Se2 are the vacancy of

copper VCu, III on I antisite InðGaÞCu, I on III antisite

CuInðGaÞ, and complexes of these defects such as�
2VCu þ InðGaÞCu

�
.27,37,38 Later, it was proposed that chalco-

gen vacancies VSe (Ref. 28) and divacancy complexes VSe �
VCu (Refs. 35, 39, and 40) have strong effects on the proper-

ties of chalcopyrite thin films. Most of the theoretical studies

are focused on first-principles calculation of point defect for-

mation energies, whereas only a few papers41,42 attempted to

make numerical predictions based on quasichemical models.

A number of papers dealing with first-principles calcula-
tion of the point defect formation energies (DE or DU,
defined in Appendix A) for CZTS were published

recently.13–16 These may be taken as formation enthalpies

DH assuming that the change in the pressure-volume product

is insignificant. From these results, we extracted the “self-

enthalpies” of formation which are independent of the chem-

ical potentials, in order to be able to compute formation

enthalpies for any arbitrary set of imposed chemical

potentials. From these self-enthalpies, the copper and zinc

vacancies (VCu, VZn) and copper-on-zinc and copper-on-tin

antisites (CuZn, ZnSn) should be the dominant acceptor-like

defects for a wide range of chemical potential

conditions.13–16 The sulfur vacancy and zinc-on-copper anti-

site (VS, ZnCu) should be the dominant donor-like native

defects.13–16 However, future work should include all possi-

ble native and extrinsic effects to account for small concen-

trations of defects we are not considering which may still act

as effective recombination centers. Also, otherwise unfavor-

able compensating defects can be stabilized a very low or

very high Fermi-levels especially as the band gap becomes

larger.

Two problems appear if defect equilibrium for a multi-

compound semiconductor is computed directly, using only

ab initio defect formation energies DU (in the standard ther-

modynamic nomenclature) and constraining the chemical

potentials for the constituent elements by the computed for-

mation energies of other phases in the phase diagram (as was

done in Refs. 13–16). First, a total free energy of defect for-

mation given by either Helmholtz F�U-TS or Gibbs poten-

tial G�Fþ pV (T being temperature, S entropy, P pressure,

and V volume) must be used at finite temperatures to calcu-

late the point defect equilibrium, while electronic structure

calculations invoking the Born-Oppenheimer approximation

are done by definition at 0 K. Thus, the specific heat should

be integrated from 0 K to the temperature of interest to

obtain the –TS term. This is extremely important especially

at annealing temperatures, where this entropic term may

completely dominate the total free energy. For small carrier

concentrations in semiconductors, the lattice specific heat

dominates and the problem reduces to determining and inte-

grating the phonon related free energy.

The second issue is primarily related to the fact that the

change in free energy DF or DG for the formation of any

phase is a function of temperature—explicitly because of the

T in the TS product, but also implicitly because of the tem-

perature dependences of the total specific heats of the reac-

tants and products. Moreover, the free energy of formation

of a phase at stoichiometry will differ from that with devia-

tion from stoichiometry. For very small concentrations of

defects, this can probably be neglected. However, for

secondary phases such as CuxS(Se), SnxS(Se), and

CuxSn(S,Se)y, which are adjacent to CZTS (CZTSSe) in the

quaternary phase diagram and themselves may have variable

stoichiometry, this is not obvious a priori. Therefore, the

extremal limits on the chemical potentials in the single phase

region for CZTS(Se) calculated at the single phase-mixed

phase boundaries at 0 K must be corrected for finite tempera-

tures and self-consistently for departures from stoichiometry

124501-2 Kosyak et al. J. Appl. Phys. 114, 124501 (2013)



of the neighboring phases, again using the specific heats of

all phases considered. Since this is very involved and

actually not possible at the time of writing because of lack of

verified thermodynamic parameters, we will estimate reason-

able ranges of the chemical potentials for single-phase CZTS

herein.

It is obvious that the formation of point defects with suf-

ficiently high density must perturb the phonon spectrum of a

crystalline phase and, therefore, its free energy at any given

temperature. The effects of vibrational free energy on quasi-

chemical analysis of point defect formation have been con-

sidered in some works.22,23,25 The ab initio study of

vibrational properties of perfect CZTS(Se) crystal was

started recently43,44 and did in fact motivate the present

work. Also, it is of great interest in CZTS(Se) to construct a

general model for point defect densities, which may be use-

ful to predict and understand samples’ properties. This is

especially true because experimental data45–47 on point

defects are currently sparse in the literature. Therefore, in

this work we present a general model framework for compu-

tation of point defect equilibrium in CZTS thin film process-

ing and begin to explore the influence of the changes in the

phonon density of states (phDOS) brought about by point

defect formation.

II. CALCULATION METHOD

A. Quasichemical model

As was mentioned above, first-principles calculations13–16

determine the lowest-formation-energy native acceptor-like

defects to be VCu, VZn, CuZn, ZnSn, and as well as the

lowest-formation-energy native donor-like defects—VS

and ZnCu.13 Other native defects have significantly higher

formation energies, so we focused on the six mentioned

above.

Besides perfect CZTS, pure reference states were

included for each component and described by the chemical

potentials lCu, lZn, lSn, and lS. In general, each chemical

potential may be varied in experiments by supplying the ele-

mental components in different forms, by keeping pure ele-

mental sources at different temperatures, or by exciting

internal degrees of freedom (e.g., by plasma ionization or

non-ionizing excitation of electronic states). Clearly, the pos-

sible processing parameter space is immense. We thus first

consider the simplest subset of commonly used annealing

procedures in which a CZTS sample is held in a closed

container with a supply of pure sulfur, whereby the entire

system is held at the same temperature—i.e., “one-zone”

annealing as shown in Fig. 1. We constrain the sulfur chemi-

cal potential to its value given by the experimental

temperature-dependent S2 vapor pressure as described in

Appendix B.

Quasichemical theory commonly assumes the existence

of thermodynamic equilibrium between the compound of in-

terest and reference states (solid or gas phase) of the com-

pound’s components. For example, the formation of copper

vacancies can be considered as transitions of copper atoms

from a perfect crystal to the reference state, see Fig. 1, which

may be described with the following equilibrium reaction:

Cu2ZnSnS4 $ CuV0
CuZnSnS4 þ CuR; (1)

in which Cu2ZnSnS4 is a perfect crystal, CuV0
CuZnSnS4 is a

crystal with a copper vacancy, and CuR indicates a Cu atom

in the reference state. In theoretical works on CZTS,13–16 the

pure elemental solid was considered as a reference state.

However, at high temperature annealing conditions the vapor

phase in equilibrium with the elemental crystal can also act

as a reference state.22–24,29,30 We arbitrarily vary the metal

chemical potentials later in the calculations, which can be

viewed as varying the partial pressure of the gas-phase refer-

ences for each metal. In some analogy, it can be done in the

process of thermal evaporation by changing the source tem-

peratures. Boundaries on the chemical potentials correspond-

ing to the transition from single-phase CZTS to two-phase

regions must be determined later. While phase boundaries

have been established in composition space at discrete tem-

peratures,48 the boundary chemical potentials are not cur-

rently available. Thus, the predictions of our model should

only be literally interpreted for conditions resulting in small

deviations in stoichiometry of the CZTS for which it is

known that CZTS remains single phase. We seek to investi-

gate trends in behavior, especially in how the high tempera-

ture effects we have included modify the predictions made at

0 K.

With respect to reaction (1), the balance of the total

chemical potentials is given as

lt
Cu2ZnSnS4

� lt
CuV0

Cu
ZnSnS4

� lt
Cu ¼ 0: (2)

Here, lt
Cu2ZnSnS4

, lt
CuV0

Cu
ZnSnS4

, and lt
Cu are the total chemical

potentials of the perfect crystal, crystal containing a copper

vacancy, and the copper atoms reservoir.

FIG. 1. Transition of the Cu atom from the CZTS primitive unit cell to the reference state and further formation of Cu vacancy with respect to Eq. (1).
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The concentration of the neutral copper vacancies can

be expressed from Eqs. (2) and (A19) within statistical ther-

modynamics49 as

½V0
Cu� ¼ ½CuCu�exp �

Fvib
CuV0

Cu
ZnSnS4

�Fvib
Cu2ZnSnS4

kbT

 !

� exp �
E0

Cu2V0
Cu

ZnSnS4
�E0

Cu2ZnSnS4
þ e0

CuþlCu

kbT

 !
gV0

Cu
:

(3)

Here, ½CuCu� is the total concentration of copper lattice sites

in the CZTS crystal¼ 1.248� 1022 cm�3 (note that we do

not differentiate the two crystallographically distinct Cu

lattice sites in kesterite for this work), Fvib
CuV0

Cu
ZnSnS4

and

Fvib
Cu2ZnSnS4

are the vibrational free energies of the CZTS crys-

tal with copper vacancies and perfect CZTS crystal (respec-

tively), E0
Cu2V0

Cu
ZnSnS4

, E0
Cu2ZnSnS4

, and e0
Cu are the energies at

T¼ 0 K of perfect CZTS, CZTS with copper vacancies V0
Cu,

and the copper atoms in the gas phase, respectively, lCu is

the copper reference chemical potential, gV0
Cu

is the degener-

acy of the neutral copper vacancy, kb is the Boltzmann con-

stant, and T is the annealing temperature.

Taking into account that the energy of point defect forma-

tion is the sum of energies DEV0
Cu
¼ E0

Cu2V0
Cu

ZnSnS4
� E0

Cu2ZnSnS4

þ e0
Cu, and the difference in vibrational free energy between

defected crystal and perfect crystal was denoted as DFvib
V0

Cu

¼ Fvib
CuV0

Cu
ZnSnS4

� Fvib
Cu2ZnSnS4

the concentration of copper vacan-

cies can be expressed as the following equation:

½V0
Cu� ¼ ½CuCu�exp �

DFvib
V0

Cu

kbT

 !
exp �

DEV0
Cu
þ lCu

kbT

 !
gV0

Cu
:

(4)

The concentrations of the other five neutral defects con-

sidered are similarly given by

½V0
Zn� ¼ ½ZnZn�exp �

DFvib
V0

Zn

kbT

 !
exp �

DEV0
Zn
þ lZn

kbT

 !
gV0

Zn
;

(5)

½Cu0
Zn� ¼ ½ZnZn�exp �

DFvib
Cu0

Zn

kbT

 !

� exp �
DECu0

Zn
þ lZn � lCu

kbT

 !
gCu0

Zn
; (6)

½Zn0
Sn� ¼ ½SnSn�exp �

DFvib
Zn0

Sn

kbT

 !

� exp �
DEZn0

Sn
þ lSn � lZn

kbT

 !
gZn0

Sn
; (7)

½Zn0
Cu� ¼ ½CuCu�exp �

DFvib
Zn0

Cu

kbT

 !

� exp �
DEZn0

Cu
þ lCu � lZn

kbT

 !
gZn0

Cu
; (8)

½V0
S � ¼ ½SS�exp �

DFvib
V0

S

kbT

 !
exp �

DEV0
S
þ lS

kbT

 !
gV0

S
; (9)

in which ½ZnZn�, ½SnSn�, and ½SS� are the total concentration of

the zinc, tin, and sulfur lattice sites in a perfect kesterite

CZTS crystal (½ZnZn� ¼ ½SnSn� ¼ 6.239� 1021 cm�3 and

½SS� ¼ 2.496� 1021 cm�3).

In the case of the sulfur vacancy V0
S , see Eq. (9), we

have considered equilibrium between the CZTS crystal and

S2 diatomic sulfur gas with the total chemical potential lS2
,

because both its reactivity and vapor pressure dominate those

of the other equilibrium S vapor species (e.g., S3, S4, …,

S8).50 The chemical potential may be computed from experi-

mentally determined standard thermodynamic functions30 or

from statistical thermodynamics.22,29 In the latter case, the

total chemical potential of S2 could be calculated through the

total energy of the molecule19,22,29,49,51,52 as Eq. (B2);

the results of calculation are shown in Fig. 2. We then took

the chemical potential of a single S atom, which participates

in defect formation reactions as lS ¼ 0:5lS2
.29,30

It should be noted that the derived expression for the

defect formation energy DEV0
Cu
¼ E0

Cu2V0
Cu

ZnSnS4
� E0

Cu2ZnSnS4

þ e0
Cu in Eq. (4) corresponds to the form used in those ab ini-

tio works, which ignore the finite temperature vibrational

energy.9,13–16

DHD;q ¼ ðED;q�Eperf ectÞþ
X

i

niðEiþliÞþ qðEVBMþlFÞ;

(10)

in which ED; q is the total energy of the crystal with the defect

in charge state q (q¼ 0 for neutral defects), Eperf ect is the

energy of the perfect crystal, ni is the number of i atoms

transferred from the crystal to the reservoir (n¼þ1 in the

FIG. 2. Pressure of the diatomic sulfur PS2
(solid line) and chemical poten-

tial of the monoatomic sulfur lS (dashed line) as a function of the annealing

temperature.

124501-4 Kosyak et al. J. Appl. Phys. 114, 124501 (2013)



cases of vacancy formation), Ei is the total energy of the ref-

erence state for each element, l i is the reference chemical

potential, EVBM is the valance band maximum, and lF is the

electron chemical potential or Fermi energy.

In order to calculate how the concentrations of neutral

point defects depend on chemical potential according to Eqs.

(4)–(9), it is first necessary to determine the changes in

vibrational free energy DFvib and formation energy DE of

point defects.

B. Formation energies

In Ref. 13, the total energy of neutral point defect for-

mation was calculated at a set of discrete points in the chemi-

cal potential space according to Eq. (10). Because our

purpose is to calculate point defect concentrations over a

range of chemical potentials, we have extracted the values of

DE from the total defect formation energies tabulated in Ref.

13 using DE ¼ DHD; q �
P

i nili and listed them in Table I.

These bare formation energy differences show that some pre-

viously discounted defects may in fact have low formation

enthalpies in certain chemical potential regimes (e.g., ZnSn).

C. Calculation of the vibrational free energy

First-principles calculations of the phDOS of 64-atom

CZTS supercells containing different isolated point defects

have been done by the SIESTA ab initio package53–55 using

the local density approximation (LDA). The details of calcu-

lation are as outlined in Ref. 44, with the substitution of Se

by S in the present case. For the perfect CZTS and for each

defect system, first an unconstrained lattice relaxation was

carried out followed by calculation of the lattice vibrational

spectrum in the “frozen phonon” approach. Each atom

underwent a trial displacement by 60.04 Bohr along the

three Cartesian directions allowing the calculation, by finite

differences, of the force constants including influences from

all of the atoms. The diagonalization of the dynamic equa-

tions yielded 64� 3¼ 192 (or 189, in case of vacancy-

containing supercells) vibration frequencies, corresponding

to the zone-center modes of the supercell. This discrete

spectrum included a considerable amount of off-zone-cen-

ter modes of the underlying prototype (kesterite) unit cell,

downfolded onto k¼ 0 of the supercell. We considered this

a fair approximation of the “true” vibrational spectrum of

the system containing defects. This approximation is ac-

ceptable because our primary interest is in the integration

of the phDOS with a smoothly varying function (as

described below) as opposed to the spectrum itself. The

resulting densities of modes for the perfect supercell and

the modifications induced by different point defects (broad-

ened to half-width of 2 cm�1 for better visibility only) are

shown in Fig. 3.

The Helmholtz free energy of a system of harmonic

oscillators with a continuous density of modes versus fre-

quency g(x) is given by

TABLE I. Point defects formation parameters.

Type of the

defect

Neutral defect formation

energy DE (eV)a

Change in vibrational free

energy DFvib (eV) at T¼ 550 �C
The transition energy level of the defects (eV)

(valence band maximum¼ 0)a Degeneracy factor

VCu 0.76 0.058 eV�
Cu
¼ 0.02 gV0

Cu
¼ 1

gV�
Cu
¼ 2

VZn 2.14 �0.084 eV2�
Zn
¼ 0.22 gV0

Zn
¼ 1

gV2�
Zn
¼ 2

CuZn 1.04 �0.101 eCu�Zn
¼ 0.12 gCu0

Zn
¼ 1

gCu�Zn
¼ 2

ZnSn �0.04 0.029 eZn2�
Sn
¼ 0.23 gZn0

Sn
¼ 1

gZn2�
Sn
¼ 2

VS 1.71 �0.27 eV2þ
S
¼ 0.66 gV0

S
¼ 1

gV2þ
S
¼ 0.5

ZnCu 1.4 �0.42 eZnþ
Cu
¼ 1.35 gZn0

Cu
¼ 1

gZnþ
Cu
¼ 0.5

aReference 13.

FIG. 3. Calculated phDOS of the perfect and defect-containing 64-atomic

site CZTS supercells.
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Fvib ¼ kbT

ð
ln½2sinhð�hx=ð2kbTÞÞ� gðxÞdx: (11)

Assuming gðxÞ ¼
P

a dðx� xaÞ (where the subscript a
indicates the discrete modes calculated) this yields the

expression used herein

Fvib ¼ kbT
X

a

ln½2sinhð�hxa=ð2kbTÞÞ�: (12)

D. Charged point defects calculation

According to Eq. (10), the formation energies of charged

defects depend on lF because of charge transfer between the

localized defect states and the rest of the system. For exam-

ple, the formation energy of the singly charged Cu vacancy

is DEV�
Cu
ðlFÞ. Therefore, the concentration of singly charged

copper vacancies can be given as

½V�Cu� ¼ ½CuCu�gV�
Cu

exp �
DFvib

V0
Cu

kbT

 !
exp �

DEV�
Cu
ðlf Þ þ lCu

kbT

 !
:

(13)

In this work, we assume that the changes in vibrational

free energies for the neutral and charged defects are equal—

i.e., that DFvib
V0

Cu

¼ DFvib
V�

Cu
.

Since the concentrations of the neutral defects were al-

ready determined, the concentrations of the charged accept-

ors and donors can be calculated according to Fermi-Dirac

statistics25

½Xz�
a � ¼

½Xa�
ðgXz�

a
=gX0

a
Þexp½ðeXz�

a
� lFÞ=kT� þ 1

; (14)

½Xzþ
d � ¼

½Xd�
ðgXzþ

d
=gX0

d
Þexp½ðlF � eXzþ

d
Þ=kT� þ 1

; (15)

where ½Xa� � ½X0
a� þ ½Xz�

a � and ½Xd� � ½X0
d� þ ½Xzþ

d � are the

total concentrations of acceptor and donor-like defects, ½X0
a�

and ½X0
d� are the concentrations of neutral defects, z is the

charge state, lF is the Fermi energy, eXz�
a

are the charge tran-

sition levels (from Ref. 13, reproduced in Table I), and

gXz�
a
; g

Xzþ
d

are the degeneracy factors of the acceptors or

donors, see Table I. It should be noted that calculation of the

gXz�
a

and g
Xzþ

d
requires very careful analysis of the many-

body energy states of the defects as well as the single-

particle band states.56 However, the electronic structure of

CZTS and especially the details of the defects’ internal states

have not yet been well studied. Also, the degeneracy factors

are not well defined at higher defect concentrations where

defects begin to interact. Therefore, in present work, we

assume for now that the degeneracy factors are identical to

those for shallow donors and acceptors in a semiconductor

with a non-degenerate conduction band and a doubly degen-

erate valence band maximum, namely g
Xzþ

d
¼ 0.5 and

gXz�
a
¼ 2, see Table I. We note that Persson57 has predicted

that the three highest valence bands in CZTS and CZTSe are

non-degenerate at C; however, we could not account for this

without making unjustified assumptions for the defects’ elec-

tronic states.

Using Eqs. (14) and the definitions for ½Xa� and ½Xd�
above, the concentrations of charged defects are given by

equations of the form (using V�Cu as a concrete example)

½V�Cu� ¼ ½V0
Cu�ðgV�

Cu
=gV0

Cu
Þexp

lF � eV�
Cu

kbT

� �
: (16)

The transition energy level of an acceptor or donor (e.g., eV�
Cu

in the case of single charged copper vacancy) is equal to the

energy difference eðq1=q2Þ ¼ ½DED; q1
� DED; q2

�=ðq2 � q1Þ
between the charge states q1 and q2 for the defect.27

Therefore, Eq. (16) is equivalent to Eq. (13).

The general expressions for the concentrations of

charged acceptors and donors are22,23

½Xz�
a � ¼ ½X0

a�ðgXz�
a
=gX0

a
Þexp

lF � eXz�
a

kbT

� �
; (17)

½Xzþ
d � ¼ ½X0

d�ðgXzþ
d
=gX0

d
Þexp

eXzþ
d
� lF

kbT

� �
: (18)

The concentration of free carriers from Fermi-Dirac sta-

tistics are58,59

n ¼ 4p
h3

� �
ð2m�eÞ

3=2

ð1
Ec

ðE� EcÞ1=2

1þ exp
E� lF

kbT

� �� � dE; (19)

p ¼ 4p
h3

� �
ð2m�pÞ

3=2

ðEv

�1

ðEv � EÞ1=2

1þ exp
lF � E

kbT

� �� � dE; (20)

in which Ec and Ev are the energies of the conduction band

minimum and valence band maximum and meðpÞ is the den-

sity of states effective mass for electrons (holes). Density of

states effective masses for electrons and holes were calcu-

lated from meðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m2
?mk

3

q
to be me¼ 0.186m0 and

mp¼ 0.37m0, respectively, using the transverse m? and lon-

gitudinal mk masses from Ref. 57.

If the Fermi level remains at least from a 3kbT band edge

then the computationally simpler Boltzmann statistics introdu-

ces negligible error. Thus, p and n may be computed from

p ¼ Nvexp
Ev � lF

kT

� �
; (21)

n ¼ Ncexp
lF � Ec

kT

� �
; (22)

in which NcðtÞ ¼ 2
2pmeðpÞkT

h2

	 
3 2=

is the effective density of

states for the conduction (valence) band.

Finally, the Fermi energy lF, concentrations of charged

defects, and concentrations of free carriers can be deter-

mined from self-consistently solving the equation of

electroneutrality
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p� nþ
X

i

q½Xq
i � ¼ 0; (23)

in which Xq
i denotes the defect i in charge state q. In our

model, this is given explicitly as

nþ V�Cu þ 2V2�
Zn þ Cu�Zn þ 2Zn2�

Sn ¼ pþ 2V2þ
S þ ZnþCu:

(24)

E. Full equilibrium and quenching

The point defect and free carrier densities can be calcu-

lated for cases of full equilibrium at the temperature of inter-

est (such as annealing temperature) and after quenching

(cooling of the material from high to the room tempera-

ture).19,22 The procedure described above is used to compute

the full equilibrium, while for quenching the total concentra-

tions of defects are computed at high temperature as above

and then the carrier and ionized defect concentrations are

recomputed at a lower temperature.

III. RESULTS AND DISCUSSION

One of the most important issues in CZTS point defect

analysis is a preliminary determination of limits within

which the reference chemical potentials may change. In

other words, it is necessary to define the boundary conditions

for the reference chemical potentials in Eqs. (4)–(9). The val-

ues of the components’ chemical potentials should be limited

according to secondary phases and CZTS reaction formation,

see Eqs. (25)–(30). The analysis of such reactions and esti-

mation of the formation enthalpies DH at 0 K were per-

formed in Ref. 13

lCu þ lS < DHCuS ¼ �0:49 eV;13 (25)

lZn þ lS < DHZnS ¼ �1:75;13 (26)

lSn þ lS < DHSnS ¼ �1:01 eV;13 (27)

lSn þ 2lS < DHSnS2
¼ �1:33;13 (28)

2lCu þ lSn þ 3lS < DHCu2SnS3
¼ �2:36;13 (29)

2lCuþlZnþlSnþ4lS<DHCu2ZnSnS4
¼�4:21:13 (30)

However, the determination of the chemical potentials

boundary conditions for high temperatures is more compli-

cated, because formation enthalpies of the compounds

depend on temperature. In addition, the formation enthalpies

of the secondary phases of CZTS reported in Refs. 13–16 are

significantly different. Also, the differences between calcu-

lated and experimentally determined formation enthalpy of

compounds can still be large.15 Therefore, formation enthal-

pies in Eqs. (25)–(30) should be considered only as approxi-

mate boundary conditions for the analysis of point defect

equilibrium at high temperature. Lastly, since the chemical

potentials, formation energies, and charge transition energies

always appear together in the argument of the Boltzmann

factors for defect formation probability, the variations of the

chemical potentials in calculations may be used to absorb

uncertainties in the calculated values of these input parame-

ters. Therefore, in this work, we prefer to choose reasonable

boundaries over which to vary the chemical potentials using

the secondary phase formation constraints as guidance, as

opposed to taking them as exact limits.

The estimation of the Cu, Zn, and Sn reference chemical

potentials is rather difficult task because the equilibrium

vapour pressures of metals during CZTS deposition or

annealing are, in general, not known. On the contrary, the

partial pressure of sulfur dimers PS2
above pure sulfur has

been measured carefully as a function of temperature,60

hence its chemical potential lS2
can be determined from the

ideal gas model,51,52 see Eq. (B2). The elemental sulfur

chemical potential appearing in the defect formation reac-

tions was calculated as lS ¼ 0:5lS2
assuming no complica-

tions from surface reactions. The variation of the sulfur

chemical potential and PS2
pressure with annealing tempera-

ture according to experiment,60 given by Eq. (B10), is shown

in Fig. 2. As can be seen, the value of the sulfur chemical

potential calculated for typical range of annealing tempera-

ture from 500 to 600 �C varies from �1.06 to �0.95 eV that

is much lower than the values calculated in Refs. 13–16

using the sum rules derived from the computed formation

enthalpies for CZTS. Also, in Refs. 13–16, the sulfur chemi-

cal potential was varied within a broad range from 0 to

�0.72 eV, which corresponds to a drastic enhancement of

the sulfur pressure, as compared to single-zone annealing

conditions. Such extremely S-rich conditions could be

achieved using sources at less negative chemical potentials

than the CZTS (e.g., effusion cells at higher temperature or a

plasma), but are impossible to achieve if the CZTS is in equi-

librium with an elemental S source at the same temperature.

This leads to one important finding of our work, namely that

CZTS is expected to be heavily compensated and to have a

vanishing minority carrier lifetime especially in one-zone

prepared materials because of sulfur vacancies, which are

predicted to result in mid-gap trap states.

Although we know that the chemical potential bounda-

ries for the single-phase CZTS will be wider at higher tem-

peratures, we use the more restrictive computed bounds as

guidelines such that phase segregation should not occur upon

cooling from the annealing temperatures. Relatively low val-

ues of the sulfur chemical potential allow variation in the Cu

and Sn chemical potentials without violating the secondary

phases formation conditions, see Eqs. (25)–(30). However,

the value of Zn chemical potential cannot be varied in a

broad range because of the low formation enthalpy for ZnS

DHZnS¼�1.75 eV, see Eq. (26). For example, the Zn chemi-

cal potential at T¼ 550 �C should not exceed �0.75 eV as

the sulfur chemical potential at this temperature is �1.0 eV.

Given these guidelines, we have chosen the following rea-

sonable ranges of chemical potentials for this work: lCu

from �0.7 to �0.1 eV, lZn from �1 to �0.75 eV, and lSn

from �0.6 to �0.4 eV.

The vibrational properties of the CZTS crystal with dif-

ferent point defects are illustrated by the phDOS and its
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modifications for each defect are shown in Fig. 3. We com-

puted the phonon spectra for all Cu-related defects at both

Cu sites in the kesterite unit cell and found that the differen-

ces are, even if not very remarkable, yet not negligible. A

single most prominent difference is a split-off mode at

41 cm�1 occurring in the spectrum of supercell with the S

vacancy. An inspection of vibration eigenvectors shows that

these are, in fact, two almost degenerate modes, strongly

localized on the 1st and 2nd neighbors of the vacancy. The

impurity breaks four cation-anion zigzag chains running at

different angles; notably, there are two chains -S-Cu-(va-

cancy)-Sn-S-, according to two Cu atoms neighboring the

sulphur. The modes in question “live” exclusively on these

chains: Cu and Sn “breath” around the vacancy, moving in

opposite senses, and each cation is followed by its next

neighboring sulphur (hence an acoustic character of this

mode), beyond which the vibration dies out. The integration

of the phDOS and Bose-Einstein occupation according to

Eq. (12) determines the vibrational free energy for the per-

fect and defected supercells, and hence their difference

DFvib. Numerical values of DFvib at 550 �C are listed in

Table I. Further on, the vibrational term in Eqs. (4)–(9),

which represents the multiplicative correction factor to the

standard quasichemical calculation ignoring vibrational fac-

tors, was calculated as a function of temperature; it is shown

in Fig. 4. It is important to note that this factor has different

temperature dependences and magnitudes for different

defects; therefore, the inclusion of the DFvib correction factor

to the final defect equilibrium has nontrivial effects.

As seen from Eq. (12), the value of the vibrational factor

in the final defect concentrations exp �DFvib

kBT

	 

(i.e., the quan-

tity plotted in Fig. 4) is dependent on the sum over occupied

modes as a function of temperature. Therefore, defects which

shift spectral weight in the phDOS to lower frequencies (for

example, the introduction of the new mode below 50 cm�1

by V0
S) will have higher values of this factor at lower temper-

atures. For reference: room temperature corresponds to

approximately 220 cm�1, so defects which strongly modify

the phDOS below this demarcation frequency will tend to

have higher values of the vibrational factor.

The value of the vibrational modification to the final

concentrations for the V0
Cu and Zn0

Sn defects is approximately

0.5 in the target temperature range for annealing (from 500

to 600 �C), is roughly an order of magnitude higher for Cu0
Zn

and V0
Zn, and is approximately 60 and 600 for the V0

S and

Zn0
Cu defects, respectively. Thus, the vibrational term is non-

negligible: it may modify the relative concentrations of the

different defects in CZTS by 3–4 orders of magnitude.
Hence, we believe that inclusion of the effects of vibrational

free energy DFvib from realistic phDOS calculations for each

specific defect as opposed to questionable empirical power

laws of temperature22 is critical for quasichemical analysis

of point defect equilibrium in all semiconductors now that

such calculations are becoming feasible computationally.

The calculations of the sulfur chemical potential for the

temperature range from 500 to 600 �C show that stable

chemical-potential region of CZTS in equilibrium with satu-

rated S equilibrium vapor is different as calculated at

T¼ 0 K.13 Also, it was determined that values of the vibra-

tional energy terms in Eqs. (4)–(9) are substantial at finite

temperatures for at least two enthalpically unfavored defects,

namely V0
S and Zn0

Cu (Fig. 4). These important differences

make it necessary to verify whether it is possible to

adequately describe point defect equilibrium at high temper-

ature for the stable chemical-potential region estimated for

0 K and negligible vibration terms (i.e., DFvib¼ 0 in

Eqs. (4)–(9)). Such calculations were performed for full

equilibrium (T¼ 550 �C) and quenching conditions using

Eqs. (4)–(9) and Eqs. (17)–(20) and (24). Note that it is nec-

essary to use full Fermi-Dirac statistics (Eqs. (19) and (20))

at the annealing temperature, since degenerate conditions are

FIG. 4. The values of the vibrational term exp �DFvib

kBT

	 

in the expressions for

the neutral point defect concentrations for the defects considered in this

work. Black dashed lines correspond to the usual temperature range for the

CZTS films annealing and the red solid line corresponds to the 550 �C tem-

perature at which most calculations of the point defect equilibrium were

performed.

FIG. 5. The Fermi energy calculated for the different points (A, B, etc.) of

the CZTS stable chemical potential region according to Ref. 13. The rectan-

gles and circles correspond to full equilibrium at T¼ 550 �C and quenching

to room temperature conditions, respectively. In this figure, the vibrational

free energy DFvib in Eqs. (4)–(9) was assumed to be zero to demonstrate its

importance via the unreasonable predicted Fermi energy.
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easily reached. The calculations were performed according

to the stable chemical-potential region points determined in

Ref. 13. As shown in Fig. 5, the calculations without the

vibrational energy modification give results which are in

conflict with experimental findings—namely they imply that

CZTS should be nearly degenerately doped across a wide

range of the metals’ chemical potential space. Therefore, all

following calculations of the high temperature point defect

equilibrium were carried out taking into account the vibra-

tional terms (Fig. 4) in Eqs. (4)–(9) and using the S equilib-

rium vapor chemical potential computed from experimental

vapor pressure curves (Fig. 2).

The concentrations of neutral defects within a one-zone

annealing model were calculated according to Eqs. (4)–(9)

with inputs from Table I; the results are shown in Fig. 6.

They indicate that Cu-related acceptor-like defects remain

FIG. 6. Concentration of the neutral point defects of CZTS calculated for the constant sulfur chemical potential lS¼�0.996 eV and different fixed Zn and Sn

chemical potentials as a function of Cu chemical potential under annealing temperature T¼ 550 �C and equilibrium S2 vapor pressure PS2
¼ 1.2� 104 Pa: (a),

(c), and (e) Zn-poor conditions lZn ¼�1 eV; (b), (d), and (f) Zn-rich conditions lZn¼�0.75 eV; (a) and (b) Sn-poor conditions lSn¼�0.6 eV; (c) and (d) Sn-

intermediate conditions lSn¼�0.5 eV; (e) and (f) Sn-rich conditions lSn¼�0.4 eV.
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dominant for all reasonable chemical potential values (unsur-

prisingly in light of their extremely low formation energies,

see Ref. 13), so that when one type of defect’s concentration

is suppressed, another’s is enhanced. Also, intuitively, Zn-

rich and Sn-poor conditions may lead to large concentrations

of Zn0
Sn. However, intuition breaks down for defects such as

V0
Znat Zn-poor conditions—Fig. 6 shows that this defect is

not formed in large concentrations despite Zn-deficiency. In

Figure 6, the concentration of the neutral sulfur vacancy V0
S

is constant in each panel for fixed lZn, since the annealing

temperature is kept constant. However, as shown in Fig. 6, in

the intermediate range of Cu chemical potentials V0
S becomes

one of the dominating defects as the net acceptor concentra-

tion decreases. This may have severe implications for one-

FIG. 7. Concentration of the charged point defects and Fermi energy of CZTS as a function of components chemical potentials at full equilibrium conditions

calculated for the constant sulfur chemical potential lS¼�0.996 eV and different fixed Zn and Sn chemical potential as a function of Cu chemical potentials

under annealing temperature T¼ 550 �C and equilibrium S2 vapor pressure PS2
¼ 1.2� 104 Pa: (a), (c), and (e) Zn-poor conditions lZn ¼�1 eV; (b), (d), and

(f) Zn-rich conditions lZn ¼�0.75 eV; (a) and (b) Sn-poor conditions lSn¼�0.6 eV; (c) and (d) Sn-intermediate conditions lSn¼�0.5 eV; (e) and (f) Sn-rich

conditions lSn¼�0.4 eV.
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zone annealed CZTS, because this defect is predicted to

introduce mid-gap charge transition levels which could act

as effective recombination centers.

The calculation of charged point defects must include

solving self-consistently the system of Eqs. (17)–(20)

including electrons and holes, varying the li first for the

full equilibrium conditions and then for the quenching.

Note that the free carrier concentrations n and p were

calculated with Fermi-Dirac statistics for full equilibrium

(high temperature conditions), but with Boltzmann statis-

tics for the final free carrier concentrations at room temper-

ature for quenching. This was done for computational

efficiency and at room temperature the assumption of non-

degeneracy was always satisfied. Ionized defect concentra-

tions were always computed from Fermi-Dirac statistics for

accuracy.

FIG. 8. Concentration of the charged point defects and Fermi energy of CZTS after the quenching from 550 �C to 27 �C as a function of components chemical

potentials calculated for the constant sulfur chemical potential lS ¼�0.996 eV and different fixed Zn and Sn chemical potential as a function of Cu chemical

potentials under annealing temperature T¼ 550 �C and diatomic sulfur pressure PS2
¼ 1.2� 104 Pa: (a), (c), and (e) Zn-poor conditions lZn ¼�1 eV; (b), (d),

and (f) Zn-rich conditions lZn ¼�0.75 eV; (a) and (b) Sn-poor conditions lSn¼�0.6 eV; (c) and (d) Sn-intermediate conditions lSn¼�0.5 eV; (e) and (f)

Sn-rich conditions lSn¼�0.4 eV.
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Figure 7 shows the predicted concentrations of defects

for full equilibrium at the representative annealing tempera-

ture of 550 �C for different combinations of chemical poten-

tials. The plotted curves represent the concentrations of the

defects which would be observed using in situ measurements

(e.g., high-temperature Hall effect) during film processing. It

is seen that the V�Cu, Cu�Zn, and V2þ
S defects are dominant,

similar to their neutral counterparts (Fig. 6), for all reasona-

ble chemical potential values. These defects thus mainly

determine lF and hence the free carrier concentration for

most chemical potential ranges. Other defects have lower

concentrations but may act as traps and recombination cen-

ters and thus drastically influence the minority carrier life-

time, which is critical for device performance. Zn-rich

conditions promote the formation of Zn2�
Sn as well as ZnþCu

compensating donors, as seen in Figs. 7(b), 7(d) and 7(f).

Moreover, Zn2�
Sn is dominant at Zn-rich and Sn-poor condi-

tions—see Fig. 7(b). As one of the two acceptors V�Cu or

Cu�Zn is always dominant, the total acceptor concentration

changes insignificantly over the range of chemical potentials

we considered. However, the hole density p is many orders

of magnitude lower because of the very high (99.99%) com-

pensation ratio. This results in a weak dependence of the net

hole concentration on lCu; p varies slightly around

1017 cm�3 across a range of conditions. The maximum of lF

(lowest hole concentration) is observed at intermediate val-

ues of lCu when the concentrations of the V�Cu and Cu�Zn

acceptors are minimal and the compensation effect caused

by V2þ
S and Zn2þ

Cu donors becomes more pronounced. The

doubly charged V2þ
S provide the major contribution to the

compensation of acceptors in this range. The maximum

value of lF (about 0.37 eV) corresponds to Zn-rich and a Sn-

rich condition, see Fig. 7(f), and becomes slightly smaller

under Zn-poor, see Figs. 6(a), 6(c) and 6(e), Zn-rich Sn-poor

conditions, see Fig. 7(b), as well as under Zn-rich and Sn-

intermediate conditions, see Fig. 7(d).

The results of charged point defect calculations for

quenching—i.e., holding the total point defect concentrations

computed at the annealing temperature constant but recom-

puting charge carrier and defect ionization statistics at room

temperature–are presented in Fig. 8. The quenched model

predicts a drastic decrease of the free carrier concentrations

by >103 cm�3 for the hole concentration. The general trends

in the hierarchy of point defect concentrations remain similar

to those in full equilibrium temperature regime. Namely, the

ionized V�Cu, Cu�Zn, and V2þ
S defects remain dominant for dif-

ferent values of the chemical potentials because of their large

total concentrations and, in the case of acceptors, because of

their relatively low ionization energies. However, the effect

of the Zn-related antisites Zn2�
Sn and ZnþCu on free carrier con-

centrations is much more significant under quenched condi-

tions. The high concentration of Zn2�
Sn under Zn-rich

conditions, see Figs. 8(b), 8(d) and 8(f), provides compara-

tively small changes of lF around 0.3 eV within broad range

of lCu from �0.1 to �0.5 eV. A decrease in lF (higher hole

concentration) is observed only for low lCu <�0.55 eV.

Under Zn-poor conditions, see Figs. 8(a), 8(c) and 8(e), con-

centration of Zn2�
Sn decreases leading to very high compensa-

tion due to ZnþCu and V2þ
S donors. This effect becomes more

pronounced with increase of lSn and hence decreases of the

Zn2�
Sn concentration. For example, lF is changed from 0.32 to

0.52 eV with lSn increasing from �0.6 to �0.5 eV at the

same Cu-chemical potential of �0.4 eV.

Given these observations, it is clear that varying lZn and

lSn rather than lCu will lead to more significant changes in

the net hole concentration (at least under one-zone process-

ing conditions using elemental S as the S source). These

observations are in a good agreement with experimental

results by some of us in Ref. 47 which demonstrated strong

influence of the [Zn]/[Sn] ratio on the conductivity value of

the CZTS thin films, whereas the influence of the variation

of the [Cu]/([Zn]þ [Sn]) ratio was much less evident (note

that intragrain doping also influences the grain boundary bar-

riers for a given interface trap density by modifying the

built-in potential).

Finally, we note that the following amendments may be

necessary to improve the current model. (1) The refinement

of theoretical defect formation energies and charge transition

values especially with inputs from experiment. (2) The inclu-

sion of defect complexes: it is expected that many different

defect complexes may form and modify the relations

between lattice imperfections and carrier concentrations. (3)

As computational resources and algorithms improve, the

phonon spectra should be recalculated for increasingly larger

supercells to minimize artifacts from finite size effects. We

note, however, that in view of large concentrations predicted

for some defects, smaller supercells may in fact be more

accurate. Ideally, the vibrational and electronic computations

should include the effects of disorder induced by defects. (4)

The boundaries of the single phase CZTS region as functions

of chemical potentials and temperature should be more pre-

cisely experimentally established. Furthermore, it is widely

believed that some Zn-rich films contain intragranular ZnS-

like (or at least more insulating) regions; it has been demon-

strated that ZnS may form either at the front or back interfa-

ces of the films. (5) Thus, the computation of defect

equilibrium in CZTS should also include the possibility of

two-phase equilibrium with—at least—ZnS, but ideally also

including other secondary phases such as Cu2SnS3.

IV. CONCLUSIONS

We report a quasichemical model capable of calculating

the native point defect equilibrium and free carrier concen-

trations in CZTS for a variety of experimental conditions. It

was determined that the influence of the changes in phDOS

induced by defects may substantially affect the concentration

of defects through the vibrational free energy—especially in

the cases of VS and ZnCu amongst the defects we considered.

This suggests that future works on point defect equilibrium

in semiconductors should take into account the defect-

induced modifications to the phonon spectrum since it can

significantly affect the predicted concentrations especially at

high temperatures.

Calculation of the point defect concentrations for one-

zone annealing with elemental sulfur as the chalcogen source

shows that V�Cu, Cu�Zn, and V2þ
S are the dominant defects

across a large range of chemical potentials. The sulfur
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vacancies are predicted to be a very significant source of

compensation and possibly recombination in this type of

sample preparation, but supplying S at higher chemical

potential could be effective in suppressing them. We note

that for both quenched and full-equilibrium conditions, the

predicted hole concentrations are many orders of magni-

tude lower than the net defect concentrations which has

significant implications for how the bulk band structure of

CZTS is treated. Strong disorder effects and band tailing

are to be expected in such heavily compensated

semiconductors.

Under Zn-poor conditions, V�Cu, Cu�Zn, and V2þ
S defects

determine the doping and compensation in CZTS. At inter-

mediate values of lCu near �0.4 eV, when ½V�Cu� þ ½Cu�Zn�
� ½V2þ

S �, the maximal compensation occurs and hence the

Fermi level is shifted towards midgap. Under such condi-

tions, Zn2�
Sn has a pronounced effect on the Fermi level. This

was seen through variation of lSn at constant lCu, lZn, and

lS, which lead to drastic changes in Fermi energy of about

0.3–0.5 eV when chemical composition is shifted from Sn-

poor to Sn-rich conditions. Based on these results, we specu-

late that Cu-poor coupled with either too Zn-rich or too Sn-

rich conditions should lead to heavily compensated CZTS,

which is unsuitable for solar cells applications. Under Zn-

rich conditions, the net hole concentration changes little with

Cu chemical potential due to the dominance of V�Cu for Cu-

poor conditions and Cu�Zn and Zn2�
Sn for Cu-rich conditions

and the near-constant V2þ
S concentration. For Zn-rich condi-

tions, the net hole concentration can be efficiently controlled

by the variation of lSn and lZn, but it remains rather insensi-

tive to lCu. Considerable increases in hole concentration are

observed only for excessive Cu-poorness, lCu <�0.6 eV.

These model predictions are compatible with the widely

reported necessity for Cu-poor conditions combined with a

certain optimal range of Zn-rich conditions. This required

optimal Zn-richness may at least in part be a manifestation

of the need to suppress compensation by both V2þ
S and ZnþCu

donors, although it is also possible that the presence of an

optimal volume fraction of ZnS precipitates or ZnS-like

intragrain regions may also be beneficial to cell

performance.

Cu-related defects (V�Cu and Cu�Zn) are dominant over a

broad range of CZTS chemical potential space. These

defects provide a high, nearly constant concentration of

acceptors. This is in accord with the findings based solely on

formation enthalpies.13–16 However, our calculations show

that for one-zone annealing V2þ
S and ZnþCu should also occur

in large numbers and provide high compensation as well as

deep states. To fully understand the fluctuating potentials,

compensation, and defect related recombination in CZTS,

full consideration of finite temperature effects is required.

In final summary, our approach allows us to investigate

point defect and carrier concentrations in CZTS in various

sample processing conditions and to gain insight into the

relationships amongst processing parameters and defect den-

sities. The calculational framework is generalizable to any

semiconductor and is open to technical improvements result-

ing from progress in state-of-the-art electronic structure and

phonon calculations.
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APPENDIX A: CALCULATION OF CONCENTRATIONS
OF NEUTRAL POINT DEFECTS

We include herein a derivation of the quasichemical

framework used in this paper as a reference for future works

on multinary semiconductors. We have considered the com-

ponents in Eq. (2) as grand canonical ensembles. Then, the

chemical potentials of the perfect and defected CZTS crystal

can be expressed via the total energy of the perfect Et
i and

defected primitive unit cell Et
j correspondingly

lt
Cu2ZnSnS4

¼ kbT ln NCu2ZnSnS4
� kbT ln

Xi¼NCu2ZnSnS4

i¼1

Xi

�exp � Et
i

kbT

� �
; (A1)

lt
CuV0

Cu
ZnSnS4

¼ kbT ln NCuVo
Cu

ZnSnS4
� kbT ln

Xj¼NCuVo
Cu

ZnSnS4

j¼1

Xj

�exp �
Et

j

kbT

 !
: ðA2Þ

Here, NCu2ZnSnS4
and NCuVo

Cu
ZnSnS4

are the numbers of perfect

primitive CZTS unit cells and those with a copper vacancy;

X i and Xj are the degeneracies of the i and j states

correspondingly

The copper vapor phase can be described with the help

of the ideal gas approximation. In this case, the chemical

potentials of the copper gas can be expressed in terms of the

total energy of each individual copper atom et
k

lt
Cu ¼ kbT ln NCu � kbT ln

Xk¼NCu

k¼1

xkexp � et
k

kbT

� �
; (A3)

where NCu is the number of Cu atoms in the gas phase, et
k is

the total energy of a copper atom in the gas phase, and xk is

the degeneracy of the k state.

The total energy of any component can be given as

Et ¼ Evibr þ Etrans þ Erot þ E0; (A4)

in which Evibr;Etrans;Erot; and E0 are the vibration, transla-

tional, rotational, and electronic self energies.

Taking into account that for the solid state Etrans ¼
Erot ¼ 0 and for the monatomic gas evib ¼ erot ¼ 0, the total

energies of perfect primitive unit cell, defected primitive

unit cell, and a copper atom in the gas phase can be
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expressed according to Eq. (A4) as Et
i ¼ Evibr

i þ E0
i

Et
j ¼ Evibr

j þ E0
j , and et

k ¼ etrans
k þ e0

k . Evaluating Eqs.

(A1)–(A4) yields

lt
Cu2ZnSnS4

¼ kbT ln NCu2ZnSnS4
� kbT ln

Xi¼NCu2ZnSnS4

i¼1

Xvibr
i

�exp �Evibr
i

kbT

� �
X0

i exp � E0
i

kbT

� �
; (A5)

lt
CuV0

Cu
ZnSnS4

¼ kbT ln NCuVo
Cu

ZnSnS4
� kbT ln

Xj¼NCuVo
Cu

ZnSnS4

j¼1

Xvibr
j

�exp �
Evibr

j

kbT

 !
X0

j exp �
E0

j

kbT

 !
;

(A6)

lt
Cu ¼ kbT ln NCu � kbT ln

Xk¼NCu

k¼1

xtrans
k exp � etrans

k

kbT

� �
x0

k

� exp � e0
k

kbT

� �
: ðA7Þ

The vibrational partition functions can be written as

Zvibr
Cu2ZnSnS4

¼
Xi¼NCu2ZnSnS4

i¼1

Xvibr
i exp �Evibr

i

kbT

� �
; (A8)

Zvibr
CuV0

Cu
ZnSnS4

¼
Xj¼NCuVo

Cu
ZnSnS4

j¼1

Xvibr
j exp �

Evibr
j

kbT

 !
; (A9)

in which Zvibr
Cu2ZnSnS4

and Zvibr
CuV0

Cu
ZnSnS4

are the vibrational parti-

tion functions of perfect CZTS crystal and a CZTS crystal

with copper vacancies V0
Cu, respectively.

The self energy term was obtained by summing over i, j, k

Xj¼NCuVo
Cu

ZnSnS4

j¼1

X0
j exp �

E0
j

kbT

 !
¼ X0

Cu2ZnSnS4
exp �

E0
Cu2ZnSnS4

kbT

 !
;

(A10)

Xj¼NCuVo
Cu

ZnSnS4

j¼1

X0
j exp �

E0
j

kbT

 !
¼ X0

CuV0
Cu

ZnSnS4

� exp �
E0

CuV0
Cu

ZnSnS4

kbT

 !
;

(A11)

Xk¼NCu

k¼1

x0
kexp � e0

k

kbT

� �
¼ x0

Cuexp � e0
Cu

kbT

� �
; (A12)

where E0
Cu2ZnSnS4

, E0
CuV0

Cu
ZnSnS4

, and e0
Cu are the reference ener-

gies of the perfect CZTS crystal, CZTS crystal with copper

vacancies V0
Cu, and copper atoms in a gas phase, respec-

tively; X0
Cu2ZnSnS4

, X0
CuV0

Cu
ZnSnS4

, and x0
Cu are the degeneracies

of the E0
Cu2ZnSnS4

, E0
CuV0

Cu
ZnSnS4

, and e0
Cu energies, correspond-

ingly. Note that we assumed that the E0
Cu2ZnSnS4

, E0
CuV0

Cu
ZnSnS4

,

and e0
Cu energy levels are nondegenerate, hence

X0
Cu2ZnSnS4

¼ X0
CuV0

Cu
ZnSnS4

¼ x0
Cu ¼ 1. Substituting Eqs.

(A8)–(A12) into Eqs. (A5)–(A7) results in

lt
Cu2ZnSnS4

¼ kbT ln NCu2ZnSnS4
� kbT ln Zvibr

Cu2ZnSnS4

� kbT ln X0
Cu2ZnSnS4

þ E0
Cu2ZnSnS4

; (A13)

lt
CuV0

Cu
ZnSnS4

¼ kbT ln NCuVo
Cu

ZnSnS4
� kbT ln Zvibr

CuV0
Cu

ZnSnS4

� kbT ln X0
CuV0

Cu
ZnSnS4

þ E0
CuV0

Cu
ZnSnS4

;

(A14)

lt
Cu ¼ kbT ln NCu � kbT ln

Xk¼NCu

k¼1

xtrans
k exp � etrans

k

kbT

� �

� kbT ln x0
Cu þ e0

Cu: (A15)

The vibrational free energy Fvib can be expressed

through the vibrational partition function as: Fvib

¼ �kbT ln Zvib. Also, the translational chemical potential of

the copper gas Eq. (A15) is given as ltrans
Cu ¼ lCu ¼ kbT

ln NCu � kbT ln
P

k xtrans
k exp � etrans

k

kbT

	 

(here, we denote

ltrans
Cu ¼ lCu for simplicity), which gives

lt
Cu2ZnSnS4

¼ kbT ln NCu2ZnSnS4
þ Fvib

Cu2ZnSnS4
� kbT ln X0

Cu2ZnSnS4

þ E0
Cu2ZnSnS4

;

(A16)

lt
CuV0

Cu
ZnSnS4

¼ kbT ln NCuVo
Cu

ZnSnS4
þ Fvib

CuV0
Cu

ZnSnS4

� kbT ln X0
CuV0

Cu
ZnSnS4

þ E0
CuV0

Cu
ZnSnS4

; (A17)

lt
Cu ¼ lCu � kbT ln x0

Cu þ e0
Cu: (A18)

Equations (A16)–(A18) should be substituted into Eq.

(2) taking into account that ðX0
CuV0

Cu
ZnSnS4

x0
CuÞ=X0

CuZnSnS4
¼

gV0
Cu
¼ 1 is the degeneracy of the neutral Cu vacancy V0

Cu,

and that the total concentration of copper lattice sites in the

CZTS crystal ½CuCu� is 1.248� 1022 cm�3 for CZTS (not dif-

ferentiating the two crystallographically distinct sites in

kesterite).

Thus, the concentration of neutral Cu vacancies can be

calculated as

½V0
Cu� ¼ ½CuCu�exp �

Fvib
CuV0

Cu
ZnSnS4

�Fvib
Cu2ZnSnS4

kbT

 !

� exp �
E0

Cu2V0
Cu

ZnSnS4
�E0

Cu2ZnSnS4
þ e0

Cuþ lCu

kbT

 !
gV0

Cu
:

(A19)

Finally, taking into account that DEV0
Cu
¼ E0

Cu2V0
Cu

ZnSnS4
�

E0
Cu2ZnSnS4

þ e0
Cu is the free energy of point defect formation

and that the difference in vibrational free energy between a
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defective crystal and perfect crystal was denoted as DFvib
V0

Cu

¼
Fvib

CuV0
Cu

ZnSnS4
� Fvib

Cu2ZnSnS4
the concentration of copper vacan-

cies may be reduced to

½V0
Cu� ¼ ½CuCu�exp �

DFvib
V0

Cu

kbT

 !
exp �

DEV0
Cu
þ lCu

kbT

 !
gV0

Cu
:

(A20)

It should be noted that Eq. (A20) is typical for the neu-

tral point defects calculations.22,23

APPENDIX B: SULFUR CHEMICAL POTENTIAL

Sulfur is known to evaporate as multiple species from

S2 dimers to S8 rings. The equilibrium vapor becomes more

dominated by S2 as the temperature increases, and it is also

clear that the S2 dimers should be amongst the most reactive

species. We thus assume herein that S2 is the relevant active

species at the annealing temperatures considered. The total

chemical potential of diatomic sulfur can be expressed with

the help of the total energy of the molecule19,49,51 in analogy

with Eq. (A3)

lt
S2
¼ kbT ln NS2

� kbT ln
Xl¼NS2

l¼1

xlexp � et
l

kbT

� �
: (B1)

However, in order to calculate the total energy of the

diatomic sulfur molecule et
l ¼ evibr

l þ etrans
l þ erot

l þ e0
l , it is

necessary to consider vibrational and rotational energies as

well as translational and the reference “self” energy

lt
S2
¼ kbT ln NS2

� kbT ln
Xl¼NS2

l¼1

xlexp � etrans
l

kbT

� �
exp � erot

l

kbT

� �

�exp � evibr
l

kbT

� �
exp � e0

l

kbT

� �
:

(B2)

The energies may expressed with individual molecular

partition functions51

ztrans
S2
¼
Xl¼NS2

l¼1

xtrans
l exp � etrans

l

kbT

� �
¼ V

2pmS2
kbT

h2

� �3 2;=

(B3)

zvib
S2
¼
Xl¼NS2

l¼1

xvib
l exp � evibr

l

kbT

� �
¼

exp
�hV

2T

� �

1� exp
�hV

T

� � ; (B4)

zrot
S2
¼
Xl¼NS2

l¼1

xrot
l exp � erot

l

kbT

� �
¼ T

rhr
1þ 1

3

hr

T
þ 1

15

h2
r

T2

� �
;

(B5)

in which V ¼ ðNS2
kbTÞ=PS2

is the volume, h is the Planck

constant, mS2
is the mass of a S2 dimer, hV ¼ 0.424 K and

hr ¼ 1040 K are the vibrational and rotational characteristic

temperatures, and r ¼ 2 is the symmetry number.19

The chemical potential of S2 dimers is obtained by sub-

stituting Eqs. (B3)–(B5) into Eq. (B2)

lt
S2
¼ kbT ln NS2

� kbT ln ðztrans
S2

zvibr
S2

zrot
S2
Þ � kbT ln x0

S2
þ e0

S2
:

(B6)

Assuming that lt
S ¼ 1

2
lt

S2
and e0

S ¼ 1
2
e0

S2
, its chemical

potential can be written as

lt
S ¼

1

2
lt

S2
¼ 1

2
ðkbT ln NS2

� kbT ln ðztrans
S2

zvibr
S2

zrot
S2
ÞÞ

� 1

2
kbT ln x0

S2
þ 1

2
e0

S2
; (B7)

lt
S ¼

1

2
ðkbT ln NS2

� kbT ln ðztrans
S2

zvibr
S2

zrot
S2
ÞÞ � kbT ln x0

S þ e0
S:

(B8)

By analogy with Eq. (A12), the self-energy of the sulfur

atom e0
S should be considered as part of the energy of neutral

point defect formation and the �kbT ln x0
S term related to the

degeneracy of sulfur atom energy levels should be included

in the expression for the degeneracy of neutral sulfur va-

cancy, see Eqs. (A16)–(A18).

Thereby, chemical potential of the sulfur gas in Eq. (9)

can be expressed according to Eqs. (B3)–(B5) as

lS¼
1

2
kbT ln

PS2

kbT

h2

2pmS2
kbT

 !3
2

0
@

1
A� ln

exp
�hV

2T

� �

1�exp
�hV

T

� �
0
BBB@

1
CCCA

0
BBB@

�ln
T

rhr
1þ1

3

hr

T
þ 1

15

h2
r

T2

� � !1CCCA: ðB9Þ

The experimental data60 for the equilibrium partial pres-

sure of S2 above pure sulfur were fit to yield the semi-

empirical expression

logPS2
ðPaÞ ¼ � 4928:53

T
þ 10:07: (B10)

Thus, according to Eq. (B2), the chemical potential of sulfur

may be expressed as a function of temperature only.
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