Low Dielectric Permittivity of Water at the Membrane Interface: Effect on the Energy Coupling Mechanism in Biological Membranes
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ABSTRACT Protonmotive force (the transmembrane difference in electrochemical potential of protons, $\Delta \mu_{\text{H}^+}$) drives ATP synthesis in bacteria, mitochondria, and chloroplasts. It has remained unsettled whether the entropic (chemical) component of $\Delta \mu_{\text{H}^+}$ relates to the difference in the proton activity between two bulk water phases ($\Delta pH$) or between two membrane surfaces ($\Delta pH$). To scrutinize whether $\Delta pH$ can deviate from $\Delta pH$, we modeled the behavior of protons at the membrane/water interface. We made use of the surprisingly low dielectric permittivity of interfacial water as determined by O. Teschke, G. Ceotto, and E. F. de Souza (O. Teschke, G. Ceotto, and E. F. de Sousa, 2001, Phys. Rev. E. 64:011605). Electrostatic calculations revealed a potential barrier in the water phase some 0.5–1 nm away from the membrane surface. The barrier was higher for monovalent anions moving toward the surface (0.2–0.3 eV) than for monovalent cations (0.1–0.15 eV). By solving the Smoluchowski equation for protons spreading away from proton “pumps” at the surface, we found that the barrier could cause an elevation of the proton concentration at the interface. Taking typical values for the density of proton pumps and for their turnover rate, we calculated that a potential barrier of 0.12 eV yielded a steady-state $pH$ of $\sim$6.0; the value of $pH$ was independent of $pH$ in the bulk water phase under neutral and alkaline conditions. These results provide a rationale to solve the long-lasting problem of the seemingly insufficient protonmotive force in mesophilic and alkaliphilic bacteria.

INTRODUCTION

The transmembrane difference in the electrochemical potential of hydrogen ions ($\Delta \mu_{\text{H}^+}$) is generated across the coupling membranes of bacteria, chloroplasts and mitochondria by redox- or light-driven proton pumps (Mitchell, 1961, 1966). One of the membrane sides is thereby charged positively ($p$-side), while the other side charges negatively ($n$-side). $\Delta \mu_{\text{H}^+}$ is utilized by diverse “consumers” to drive endothermic reactions, primarily the synthesis of ATP from ADP and phosphate by the $\text{H}^+\text{FoF}_1$-ATP synthase (see reviews by Junge et al., 2001; Boyer, 2002). The protonmotive force ($pmf$) can be written as

$$ pmf = \Delta \mu_{\text{H}^+} / F = \Delta \psi - (2.3RT/F) \times \Delta pH, $$

where $\Delta \psi$ is the transmembrane electrical potential difference (Mitchell, 1961, 1966). P. Mitchell considered the $\Delta pH$ term in Eq. 1 as the $pH$ difference existing between two bulk water phases ($p$- and $n$-phases, respectively) separated by the membrane (delocalized, chemiosmotic coupling mechanism). Williams, who argued that in bacteria the $p$-phase corresponds to the infinitely extended external space, has challenged this notion. He noted that if protons are extruded into this “Pacific ocean,” they would be diluted and the entropic component of the $pmf$ would be lost (Williams, 1978). This argument is particularly important when considering alkaliphilic bacteria, such as Bacillus firmus, which keep their internal $pH$ (the $n$-phase) $\sim$3 $pH$ units more acidic than the ambient one (the $p$-phase; see Kulwich et al., 1996, for a review). A $\Delta \psi$ in these bacteria hardly increases above 200 mV (Guffanti et al., 1984), the straightforward application of Eq. 1 yields a $pmf$ value $\sim$0, so that it has remained enigmatic how these organisms synthesize ATP.

Deviating from the Mitchell’s original bulk-to-bulk concept, several authors have speculated about a surface-to-surface coupling. It has been suggested by Kell that the ejected protons spread at the membrane surface but are somehow prevented from the prompt equilibration with the bulk, so that the local $pH$ at the membrane surface ($pH$) might differ from $pH$ in the adjacent bulk ($pH$) even at steady state (Kell, 1979). Michel and Oesterhelt came to the same conclusion based on the poor correlation between the ATP yield, as measured in whole cells of halobacteria and the $pmf$, defined as a sum of $\Delta \psi$ and $\Delta pH$ (Michel and Oesterhelt, 1980). The suggestion that the steady-state $pH$ at the outer $p$-surface of cells could stay lower than $pH$ would lead to a reasonable $pmf$ value even for alkaliphilic bacteria (for comprehensive reviews see Guffanti and Kulwich, 1984; Ferguson, 1985; Kell, 1986).

Evidence for retardation of protonic equilibration between the surface and the bulk has been reported for various biological membranes and membrane enzymes (Drachev et al., 1984; Arata et al., 1987; Jones and Jackson, 1989; Heberle and Dencher, 1992a; Heberle et al., 1994; Haumann and Junge, 1994; Alekseyev et al., 1995; Maroti and Wraith, 1997; Gopa et al., 1999) as well as for artificial phospholipid bilayers (Anthony et al., 1993). Several teams have shown that protons released at the $p$-side of unsealed bacteriorhodopsin membranes were captured by hydrophilic $pH$...
indicators in the bulk at ~1 ms, one order of magnitude slower than detected by membrane-bound indicators (Dra-
chev et al., 1984; Heberle and Dencher, 1992a; Heberle et al., 1994; A lexiev et al., 1995). The proton movement along the
surface of these membranes was fast: the distance of 1 μm was covered in ~100 μs (Heberle et al., 1994; A lexiev et al.,
1995). In the case of spheroplasts of Rhodobacter sphaer-
oides (A rata et al., 1987) and whole cells of Rhodobacter capsulatus (Jones and Jackson, 1989), protons appeared at
the external p-surface at τ < 5 ms, as detected by the electrochromic shift of carotenoid pigments, which corre-
lates with the absorbance changes of an amphiphilic, membrane-bound pH indicator neutral red (Mulkinjanian and J unge, 1994). On the other hand, hydrophilic pH indicators in the bulk phase responded only at 30–70 ms. Retardation has been also reported for the reaction of proton uptake at the n-side of the photosynthetic reaction centers as studied both in a detergent solution (Marot ë and Wraith, 1999; Georgievskii et al., 2002). Contrary to this expecta-
tion, the response time of the hydrophilic pH indicator
pyranine added to bacteriorhodopsin membranes was in-

dependent of its concentration up to 150 μM (Gopta et al., 1999). The retardation of proton escape from the membrane
surface was previously explained by the damping effect of immobile pH buffer at the surface (J unge and Polle, 1986; J unge and MCLAughlin, 1987; Jones and Jackson, 1989; Nachiel and Gutman, 1996). However, in this case the rate of proton equilibration had to depend on the concentration of mobile pH buffers or water-soluble pH indicators (see discussion in J unge and MCLAughlin, 1987; Gopta et al., 1999; Georgievskii et al., 2002). Contrary to this expecta-
tion, the response time of the hydrophilic pH indicator pyranine added to bacteriohodopsin membranes was inde-
pendent of its concentration up to 150 μM (Heberle, 1991). In the case of Rb. sphaeroides chromatophore vesicles, the response of another hydrophilic pH indicator (brom cresol purple) started to accelerate only when the dye was added at 500 μM (Gopta et al., 1999). These data indicate retardation in proton exchange between the bulk and the surface by two orders of magnitude as compared to that in a homogenous water phase. As a result, protons/proton vacancies transferred to the surface by proton pumps are compelled first to protonate/deprotonate molecules of neutral water. This mechanism accounts for the high activation energy of proton transfer across the membrane/water interface (~50 kJ/mol at neutral pH; see Gopta et al., 1999, for more details). The physical nature of the respective potential barrier has remained elusive.

We asked whether the anisotropy in proton transfer was related to specific properties of surface water, the molecular structure of which appears to be altered at a distance of several nanometers from the interface. The most striking evidence of the interfacial water organization has been obtained by the direct measurements of forces between negatively charged mica surfaces. These studies revealed force oscillations with a period of ~0.25 nm propagating up to 3 nm from the surface (Israelachvili, 1992). Force measurements also exposed the exponentially decaying

“hydration” force acting at separations of ~2 nm. The hydration force was two orders-of-magnitude stronger than repulsion as expected from continuum electrostatics. The origin of this force has remained unclear (Israelachvili, 1992). Similar hydration forces were found by osmotic-stress measurements with various biological objects, such as lipid bilayers, DNA double helices, polysaccharides, and collagen triple helices (Ra u and Parsegian, 1992; Leikin et al., 1993; and references therein). These forces were not attributable to the interplay between the electrostatic double-
layer and van der Waals interactions alone.

A retardation by a factor of 10^3–10^4 of ion transfer across
an interface between immiscible liquids, where the buffering
effect can be excluded, is well-documented (see Marcus, 2000; Kornyshev et al., 2002 for an extensive coverage of this problem). The retardation might have several reasons, particularly 1), the decreased translational mobility at the surface; 2), the surface tension; and 3), the altered dielectric properties at the surface. The diffusion coefficient of water at the membrane surface is only 5–10-fold smaller than the one in the bulk phase (Zhang and Unwin, 2002), so this effect alone cannot be responsible for the experimentally observed retardation. The surface tension effects, as considered by Benjamin (1993), are likely to be negligible in the case of proton transfer because of their expected dependence on the ion size.

This work is devoted to the analysis of dielectric properties of water at the interface. It is argued that the low dielectric permittivity of the surface water leads to a potential barrier for ions, which is high enough to be important for biological energy transduction.

RESULTS

A potential barrier for ions at a membrane surface

It is well-established in electrochemistry that the dielectric permittivity (ε) of the first water layer at a surface is one order-of-magnitude smaller than that of the bulk water phase (4–6 vs. 78; see Bockris and Reddy, 1977). The spatial profile of the dielectric permittivity at the interface cannot, however, be inferred from electrochemical data alone. Recently Teschke and co-workers have determined the effective dielectric permittivity of water at a negatively charged mica surface by using the high resolution of atomic force microscopy (AFM). They analyzed how polar silicon nitride tips, either negatively charged as such or neutral when cobalt-coated, were attracted into the low-polar interfacial water layer at distances of 10–20 nm from the surface, where the van der Waals attraction was negligibly small. The dielectric permittivity was found to increase gradually from 4–6 at the interface to 78 at a distance of ~25 nm from the surface. The data of Teschke and co-workers were obtained on mica. It was worth questioning to what extent they applied to biological membranes. The surface charge density
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of mica and biological membranes varies in a same range from $-0.001$ to $-0.05$ C m$^{-2}$ (Matsuura et al., 1979; Pashley, 1981; Heinz and Hoh, 1999). The attraction/repulsion profiles similar to those obtained with mica (Teschke et al., 2001) have been measured by AFM for pure 1,2-dipalmitoyl-phosphatidylethanolamine bilayers (Müller and Engel, 1997).  

On modeling, we treated the biological membrane as a dielectric layer with a thickness of 3.2 nm and dielectric constant of 4, the dielectric permittivity of water changing from $\varepsilon_{\text{min}} = 4$ at the surface to $\varepsilon_{\text{max}} = 78$ in the bulk in accordance with the equation (Teschke et al., 2001),

$$\varepsilon(z) = \varepsilon_{\text{max}} \frac{1}{1 + \left(\varepsilon_{\text{max}} / \varepsilon_{\text{min}} - 1\right) \exp(-z/\lambda)}^{-1}.$$  

The experiments of Teschke and co-workers were performed at low ionic strength, either in pure water or in the presence of 1 mM of various salts. In the presence of 1 mM monovalent salts, the characteristic length $\lambda$ was reduced to 10-12 nm, in agreement with the Debye-Hückel theory (Teschke et al., 2001). Because the same characteristic length did not apply to high ionic strength as typical for biological systems, and because there were no experimental AFM data available for high ionic strength, we extrapolated the experimentally obtained $\varepsilon$ profile to the higher ionic strength of 0.1 M by using the Debye-Hückel theory and took a $\lambda$ value of 1 nm. This value corresponds roughly to the decay length of hydration forces as measured under high ionic strength conditions with biological surfaces (Israelachvili, 1992; Leikin et al., 1993). The relevant $\varepsilon$ profile is plotted in Fig. 1 A.

We analyzed how the decreased $\varepsilon$ of water at a charged membrane surface would affect the potential energy of an approaching ion. The electrostatic energy of a charged spherical particle with radius $a$ near the membrane/water interface has two main contributions: 1) the electrostatic interaction with discrete charges at the membrane surface (they could be both negative and positive), and 2) the Born solvation energy. Both contributions were calculated by numeric integration of the linearized Poisson-Boltzmann equation

$$\nabla(\varepsilon \nabla \varphi) = -4\pi \rho + 4\pi \sum_i C_i q_i^2 \varphi / k_BT.$$  

The discrete negative and positive charges at the membrane surface were represented by two periodic square lattices with the space intervals of 0.8 and 0.857 nm, respectively. The total charge density of $-0.032$ C m$^{-2}$ was assumed equal to the charge density at the surface of chromatophore vesicles from *Rb. sphaeroides* (Matsuura et al., 1979). Discrete charges were approximated by spheres of radius of 0.25 nm with the uniformly distributed charge density $\rho$. Numeric integration was performed by the program MUDPACK (Adams, 1993).

We found that the discreteness of the surface charge was notable only at distances of $<1$ nm from the interface, so the electrostatic potential at long distances ($z > 2.4$ nm) was calculated by the one-dimensional Poisson-Boltzmann equation using the average surface density (the Gouy-Chapman theory). In the thin layer at the surface ($z \leq 2.4$ nm), the electrostatic potential was calculated separately for each lattice by the three-dimensional Poisson-Boltzmann equation. In the latter case, we used the periodic boundary conditions for the $x$ and $y$ coordinates, and nonperiodic boundary conditions for the $z$ coordinate. The boundary conditions in the later case included the Neumann condition $\partial \varphi / \partial z = 0$ in the middle of membrane ($z = -1.6$ nm) and the Dirichlet condition $\varphi = \varphi_0$ in the bulk water ($z = 2.4$ nm), where the boundary potential $\varphi_0$ was obtained by the Gouy-Chapman theory. The calculated potentials were superimposed in such a way that the central charge of the negative lattice was placed in the middle of four neighboring charges of the positive lattice. The results of the calculations are presented in Fig. 1 B.

Because the Born solvation energy (or the self-energy) of probing charge did not depend on the charge distribution at the surface, we calculated this term in cylindrical coordinates.
using the larger lattice \((r < 10 \text{ nm}, -1.2 \text{ nm} < z < 12 \text{ nm})\). The Born energy was identical for both probe ions (dotted line in Fig. 1B), whereas the electrostatic potential had opposite sign for anions and cations. Contrary to the Born energy, the electrostatic potential of probe ions was dependent on their position in the \(x-y\) plane. We placed the probe cation right above the central charge of the negative lattice and the probe anion above one of the four positive charges, which corresponded to the minimal electrostatic energy of probe ions. The full potential energy of the probe particles (i.e., sum of the Born energy and the electrostatic energy) is shown in Fig. 1B (solid line for a cation and dashed line for an anion, respectively).

At a distance \(z > 0.5 \text{ nm}\) from the surface, the ions feel the average electrostatic field of the negatively charged membrane (the limit of the continuum surface charge). Fig. 1B shows that the electrostatic interaction with the surface at these distances (attraction for a cation and repulsion for an anion) is much smaller than the Born solvation penalty. At the distances \(z < 0.5 \text{ nm}\), the electrostatic attraction to the nearest surface charge dominates over other contributions (the limit of the discrete surface charges). The combined effect results in a potential barrier with a maximum at \(\approx 0.5 \text{ nm}\) away from the surface. The barrier height depends on the effective radius and charge of the molecule and on the details of the dielectric permittivity function near the surface. For monovalent cations with the effective radius of 0.25 \text{ nm}\) moving toward the surface, the height of the potential barrier can be estimated as 0.1–0.15 \text{ eV}; for monovalent anions the barrier is higher, at 0.2–0.3 \text{ eV}\) (that is, if the potential energy in the bulk phase is taken as the reference value). The difference arises due to the electrostatic effect of negatively charged membrane surface. Considering the movement of particles away from the negatively charged surface, the barrier would be higher for cations than for anions because the former have to overcome the electrostatic attraction to the surface (see Fig. 1B). The difference in the energetics of cations and anions may be important for interpretation of kinetic experiments where different particles (such as hydroxyl anions, hydroxonium cations, and mobile buffers) can simultaneously participate as proton carriers.

Because the Born energy is the square function of the charge, the barrier height is expected to be four times larger for polyvalent ions than for monovalent ions, and orders of magnitude greater for polyvalent ions. In the latter case, the energy penalty should impede the approach of polyvalent ions to the surface.

Based on these results, we modeled the stationary proton flux at the membrane/water interface. It has to be emphasized that the presence of fixed pH buffers at the membrane surface does not affect the steady-state proton flux (Junge and Polle, 1986; Junge and McLaughlin, 1987), so that only mobile proton-carrying particles have to be considered. (A model of “pulsed” pH-changes depending on the surface buffering capacity is considered elsewhere; Cherepanov et al., unpublished.)

First, we considered the proton efflux from a single proton pump. The proton consumption by a membrane “sink” can be quantified analogously, just by reversing the sign in the proton flux. It is noteworthy that differently charged water species can serve as dominant proton carriers depending on conditions. Generally, in the absence of mobile pH-buffers, the hydroxonium cation \(\text{H}_3\text{O}^+\) is the main proton carrier at \(\text{pH} < 7\), whereas at \(\text{pH} > 7\) the hydroxyl anion \(\text{OH}^-\) overtakes this function. For simplicity, we use hereafter the term proton, without specifying the chemical nature of the actual carrier.

The stationary proton concentration satisfies the Smoluchowski equation

\[
\nabla(D\nabla c + D(k_B T)^{-1}c \nabla U) = -4\pi QC_255 \delta(x)\delta(y)\delta(z),
\]

where \(D\) is the diffusion coefficient, \(c\) is the concentration, \(U\) is the potential energy of the transferred particles (e.g., \(\text{H}_3\text{O}^+\)), and \(Q\) is the turnover rate of the pump (\text{s}^{-1}). The stationary flux reads

\[
 j = -D(\nabla c + (k_B T)^{-1}c \cdot \nabla U).
\]

In a planar system where the semispace \(z > 0\) represents water and \(z < 0\) the membrane, the boundary condition at \(z = 0\) is \(j_z = 0\) (the impermeability of membrane for protons). To obtain an analytical solution, we approximated the potential energy of \(\text{H}_3\text{O}^+\) cations near the interface by a steplike function

\[
U(z) = \begin{cases} 
-U_1, & 0 < z < L_1 \\
U_2, & L_1 < z < L_1 + L_2 \\
0, & z > L_1 + L_2 
\end{cases}
\]

where the depth of the potential well at the interface \(U_1\) and the height of the potential barrier \(U_2\) were taken equal to 0.06 \text{ eV} and 0.12 \text{ eV}, respectively, in accordance with the values obtained above (see Fig. 1B); the thickness of both layers \(L_1\) and \(L_2\) was taken equal to 0.8 \text{ nm}. The bulk water was treated as a proton sink/source with a bulk diffusion coefficient \(D = 10^{-4} \text{ cm}^2 \text{ s}^{-1}\) and infinite capacity. The diffusion coefficient in both surface layers \((z < L_1 + L_2)\) was reduced by a factor of 10 in accordance with the experimental data discussed above \((D_S = 10^{-5} \text{ cm}^2 \text{ s}^{-1})\). Continuous concentration functions \(c_1(r, z), c_2(r, z), \) and \(c_3(r, z)\) were defined in the layers \(0 < z < L_3, L_1 < z < L_1 + L_2,\) and \(z > L_1 + L_2\), respectively. The boundary conditions required that

\[
c_1(L_1) = \exp((U_1 + U_2)/k_B T) \times c_2(L_1) \quad \text{and} \quad c_3(L_1 + L_2) = \exp((U_2 + U_3)/k_B T) \times c_3(L_1 + L_2) = 0.
\]

The steady-state proton flux at the membrane/water interface in relation to bioenergetic coupling

In the previous section, we showed that diminished dielectric permittivity of the surface water leads to a potential barrier for cation transport between the surface and the bulk phase.
The other two conditions followed from the continuity of the normal component of the flux, giving \( \partial c_{1}(L_1)/\partial z = \partial c_{2}(L_1)/\partial z \) and \( D_s \times \partial c_{2}(L_1 + L_2)/\partial z = D \times \partial c_{3}(L_1 + L_2)/\partial z \). Because the normal component of the flux was diminished at the membrane surface \((z = 0)\), we put \( \partial c_{1}(0)/\partial z = 0 \). The last boundary condition was determined by the properties of the bulk solution. If it did not contain buffers, then \( c_3(\infty) = 0 \) (Model 1). If there was a high concentration of buffer, then \( c_3 = 0 \) throughout the bulk phase (Model 2).

The analytical solution of the models is given in the Appendix. Fig. 2A illustrates how protons spread over the membrane surface (as calculated by Model 1 for a pump turnover rate of 500 s\(^{-1}\), solid line). Being constrained by the potential barrier, ejected protons initially spread over an area of \(~10^4\) nm\(^2\) and only then escaped into the bulk phase. For comparison, the dashed line in Fig. 2A shows the proton concentration profile in the absence of the potential barrier. Because protons propagated in the bulk solution by orders of magnitude faster than they escaped over the barrier, the concentration of protons in the bulk phase is diminished both in the absence of pH-buffers (Model 1) and in their presence (Model 2).

Turning to the case of several proton pumps, we looked for the steady-state proton distribution around a sealed, proton-ejecting membrane vesicle with a radius \( R \) surrounded by an indefinite volume that can serve as a proton sink. We considered a finite spherical model where the pumps are uniformly distributed at the surface. In such a model the total flux across a surface of radius \( r \) is

\[
J = 4\pi r^2 D \times (dc/dr + (k_BT)^{-1}c \times dU/dr) = -4\pi r^2 D \times \exp(-U/k_BT) \times d[c \times \exp(U/k_BT)]/dr.
\]

Integration yields

\[
c(r) = \sigma R^2 Q \exp(-U(r)/k_BT) \times \int_r^\infty \frac{\exp(U(\xi)/k_BT)}{D(\xi) \times \xi^2} d\xi,
\]

where \( Q \) is the total rate of proton pumping/consumption at the surface. Taking a typical pump turnover rate of 500 s\(^{-1}\), a surface pump density \( \sigma \) of \( 2 \times 10^{11} \) cm\(^{-2}\) (close to the maximum density of membrane potential generators in chromatophore vesicles of phototrophic bacteria; see Fenouil et al., 2002), vesicle radius \( R \) of 1 \( \mu \)m, and the potential energy profile \( U(r) \) as determined in the previous section for the ionic strength of 0.1 M \((\Lambda = 1 \text{ nm, solid line in Fig. 1B})\), we calculated the maximal steady state proton concentration as a function of the distance to the membrane surface (Fig. 2B, solid line). It came out that the proton concentration rose up to \( 10^{-6} \) M that corresponds to pH\(^5\) of 6.0. In the absence of potential barrier the proton concentration at the surface was lower, only \( 10^{-3} \) M (Fig. 2B, dashed line).

As the bulk water phase served just as an infinite sink for the ejected protons, the total concentration of protons in the system was the sum of those present at equilibrium (preexisting protons) and those coming from the pumps. The contribution of protons ejected by the pumps was essential at the surface but decayed at short distance beyond the barrier (see Fig. 2B). For the following discussion it is important to note that the total concentration of protons in the bulk remained close to their equilibrium concentration. Correspondingly, the total concentration of protons at the surface \((10^{-6} \text{ M})\) substantially deviated from that in the bulk phase if pH of the latter was alkaline or neutral.

As long as protons are consumed at the \( n \)-surface, the interfacial proton transfer at this surface is mediated by OH\(^-\) anions, which originate from the deprotonation of neutral water at the surface proton inlets (at least at pH > 6.0 as shown with chromatophores of Rh. Sphaeroides; see Gupta et al., 1999, for details). Thus the pH\(^5\) value at the \( n \)-surface is determined by the competition of OH\(^-\) production by proton pumps, OH\(^-\) consumption (H\(^+\) release) by the ATP
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Here we showed that the low dielectric permittivity of
interfacial water leads to a potential barrier for ions moving
between the surface and the bulk water phase. Our estimate
for the barrier height for cations of 0.1–0.15 eV seems not to
be exaggerated. The analysis of the electrochemical data
obtained for the neutral interfaces gave an estimate of the
potential barrier of 0.15–0.2 eV (Samec et al., 1986;
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spread away from proton “pumps” at the surface, we found that the barrier
could cause an elevation of the proton concentration at the
interface up to \( \sim 10^{-6} \text{ M} \).

**Implications for energy transduction in
biological membranes**

In practice, the relation between \( \Delta \text{pH}^S \) and \( \Delta \text{pH}^B \), which is
of primary importance for energy transduction, is determined
by the size of the \( p \)-phase because, as discussed above, the
deviation of \( \text{pH}^S \) from \( \text{pH}^B \) is minor from the \( n \)-side (see Fig.
3 for the topology of membraneous structures). The rate of
the equilibration between \( \text{pH}^S \) and \( \text{pH}^B \) depends on the size
of the \( p \)-phase. If the \( p \)-volume is small, proton pumps would
acidify it in seconds. Relevantly, the vast majority of bio-
energetic studies were carried out with artificially obtained
membrane vesicles such as thylakoids, submitochondrial,
and inside-out subbacterial particles with a very small
internal \( p \)-volume (see Fig. 3). In these cases, the equilibration
of the \( p \)-phase was expected to be fast (some
10 s), so that the \( \text{pmf} \) at the steady-state could be
approximated by \( \Delta \psi \) and by the “bulk” \( \Delta \text{pH}^B = \Delta \text{pH}^S \) in
agreement with vast amounts of experimental evidence
(Cramer and Knaff, 1991; van Walraven et al., 1996; and
references cited therein). In these particular cases Mitchell’s
treatment of the \( \Delta \text{pH} \) term in Eq. 1 is valid.

If the functional volume of the \( p \)-phase is very large, \( \text{pH}^S \)
could remain more acidic than \( \text{pH}^B \) even at steady state. This

**FIGURE 3** Schematic presentation of the topology of different energy-
transducing membrane structures. The \( p \)-side of coupling membrane is
marked by darker color. (Top) A bacterial cell and two types of subbacterial
particles. (Bottom) A schematic presentation of a coupling membrane with
protons moving along the \( p \)-surface from pumps to the ATP synthase.
might happen in bacterial cells where the periplasmic
$p$-phase faces the “Pacific ocean” (see Fig. 3).

A quantitative evidence for this view comes from
membrane transport studies with right-side-out subbacterial
vesicles introduced by Kaback and co-worker (Ramos and
Kaback, 1977a). These vesicles, which have their $p$-phase
outside (see Fig. 3 for their topology), allow an even more
precise control of $\Delta \psi$ and $\Delta \text{pH}$ than intact bacteria do. It has
been shown that energized vesicles of Escherichia coli
clamp the inside $\text{pH}$ at 7.5 and maintain $\Delta \psi$ at 80 mV
(independent of $\text{pH}$ outside). On varying the outside $\text{pH}$ in
the range from 5.5 to 7.5 it was found that the extent
of substrate accumulation, although slightly decreasing at
higher $\text{pH}$, corresponded to $\text{pH}$ of $\sim 150$–160 mV at $\text{pH}$ 7.5
instead of 80 mV as could be expected in the framework of
delocalized coupling concept (Ramos and Kaback, 1977b).

We suggest the following interpretation of these data: the
$\text{pH}$ value at the outer $p$-surface of these vesicles was $6.2$–$6.3$

Protons that are released by the pumps to the $p$-surface
can either move along the surface to the nearby “$p$-surface
consumer”, e.g., an ATP synthase, or escape over the
barrier into the bulk phase. The rate of the former,
productive reaction is determined by the protonic conduc-
tance of the consumer. The rate of the futile proton escape
is just proportional to the proton concentration at the
surface. In the simplest case, a gradual acidification of the
surface would lead to the relative increase in the futile
proton escape. It seems more lucrative to block the pumps
before the futile proton efflux across the barrier reached
remarkable values. In this relation it is noteworthy that the
proton-pumping cytochrome $bc_1$ complexes (cytochrome $hf$
complexes in plants), which serve as “hubs” in the vast
majority of electron transfer chains, remarkably slow down
deadly, $<6.5$ due to the back-pressure control from
the generated $\text{pH}$ (see Kram et al., 1999, and references
therein). This dynamic feedback is likely to prevent the
futile proton flux into the bulk by keeping $\text{pH}$ at the
$p$-surface $>6.0$–$6.5$.

The considerations presented above point to a coupling
mechanism where ATP synthesis is driven by $\Delta \text{pH}$ and not
by $\Delta \text{pH}$. Under neutral conditions, $\Delta \text{pH}$ is expected to be
$\sim 1 \text{ pH unit}$. In mesophilic bacteria, the $\Delta \text{pH}$
value in vivo is $100$–$150$ mV at steady state (Harrold, 1986),
so that an additional contribution to $\text{pH}$ of $1 \text{ pH unit}$ or more
might be of a key importance for effective ATP synthesis. As
shown in Results, $\text{pH}$ is independent of $\text{pH}$ and might
strongly deviate from the latter under alkaline conditions.
This feature could explain the enigmatic bioenergetics of
alkaliphilic bacteria.

Although mitochondria and chloroplasts originate from
ancient eubacteria (Margulis, 1993), their $p$-surfaces face the
cell interior. On the one hand, the $\text{pH}$ of this interior is
regulated (clamped), which could favor a difference between
$\text{pH}$ and $\text{pH}$ in some cases. On the other hand, the in-
tercellular $\text{pH}$ buffers can accelerate the equilibration be-
tween $\text{pH}$ and $\text{pH}$. These points deserve further studies.

Anyhow, the potential barrier at the interface is likely to
channel proton transfer from pumps to consumers along the
surface also in mitochondria and chloroplasts.

Thus, in vivo, the driving force for the ATP synthesis can
be better defined as

$$\text{pH} = \frac{\Delta \mu - (2.3RT/F) \times \Delta \text{pH}^5}{\Delta \mu}.$$ 

One possibility to estimate the values of $\text{pH}$ is to correlate
the output (e.g., the ATP yield) with the measured $\Delta \psi$ and
$\Delta \text{pH}$. If the output is larger than expected for $\Delta \psi$ and $\Delta \text{pH}^5$
(see Kell, 1979, 1986, and Ferguson, 1985, for examples), then the value of $\Delta \text{pH}$ can be revealed from
rather straightforward thermodynamic considerations.

Another possibility is to compare the $\text{pH}$ dependence of the
partial reactions of membrane enzymes as assayed in vitro
under $\text{pH}$-controlled conditions with the same reactions
in vivo (see Kramer et al., 1999, and references therein).

A limited with certain limitations, one can compare values of
$\text{pH}$ and $\text{pH}$ by using membrane-bound and water-soluble
$\text{pH}$ indicators, respectively (Krasinskaya et al., 1998).

The outlined coherent picture of electrochemical energy
transduction reconciles Mitchell’s idea of $\Delta \mu$ as a driving
force for the ATP synthesis both with the existence of
localized membrane acidic domains as suggested by
Williams (1978) and with the anisotropy of proton transfer
at the membrane surface (Kell, 1979; Michel and Oesterhelt,
1980; Heberle and Dencher, 1992b; Heberle et al., 1994).

Previously, two latter concepts were considered to be at odds
with Mitchell’s chemiosmotic hypothesis.

Some general implications

The low dielectric permittivity of surface water seems to be
a general phenomenon that might manifest itself in different
ways. In such a well-characterized system as, for example,
the gramicidin A channel, the conductance for $K^+$ ions
has been shown to be limited at the applied voltage of $\geq 200$ mV
by the ion diffusion in the external water phase (Andersen,
1983). Similar limitation by the events at interface has been
revealed when proton conduction by gramicidin was studied
(Decker and Levitt, 1988). Quantitative analysis of these
data, based on using homogeneous diffusion coefficients for
ions, yielded a capture radius for the channel mouth of only
$0.02$ nm (Andersen, 1983; Decker and Levitt, 1988), one
order of magnitude smaller than apparent from the crystal
structure. A probable reason of this controversy might be the
anisotropic character of the ion diffusion coefficient (tensor),
with its normal component being $10^3$-fold smaller than the
lateral one. Further on, the $H^+$ conductance through the
gramicidin A channel has been shown to depend on the
proton activity as $[H^+]^{0.75}$ over a range of 5 $p$H units; this
observation remained unexplained (Cukierman, 2000). We
suggest that the proton flux to the channel mouth had a con-
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siderable surface contribution. In such cases the theoretical analysis predicted a flatter dependence of the conductance on the proton concentration as compared to the case of isotropic diffusion in the three-dimensional semispace (Georgievskii et al., 2002).

Another case where the low dielectric permittivity of interfacial water seems to manifest itself is the electrostatic interaction of AFM tips with charged surfaces. The radius of standard SiN tips used in the atomic force microscopy is 2–5 nm, as determined by transmission electron microscopy and by the AFM itself (Schabert and Engel, 1994; Sassaki et al., 1999). This estimate is in good correspondence with the resolution of AFM. However, the calculations of the effective radius from the extent of electrostatic repulsion at the interface yielded an estimate of 100–300 nm for the radii of similar tips (Müller and Engel, 1997). This apparent contradiction can be solved by assuming a lower ε-value for the interfacial water on calculations.

Generally, the usage of homogeneous dielectric constant of water can lead to an underestimation of electrostatic forces on modeling the interfacial phenomena. In many cases, however, the application of the classical Poisson-Boltzmann equation allowed to model the experimentally measured surface reactions under assumption of ε = 78 at the surface. Such a modeling, however, implied, routinely, several unrestricted parameters. In the simplest case of a lipid membrane, these are the surface charge density, the surface electrostatic potential, the position and thickness of membrane, the dielectric constant of membrane, the effective radii of chargeable groups, and their specific affinity to protons. Because these parameters are roughly independent of each other, one has a considerable degree of freedom on fitting the experimental data. The examples, which we have chosen above and which provide evidence of a lower dielectric permittivity at the surface, represent rare cases where at least some fit parameters can be independently estimated (for example, the size of the gramicidin A channel mouth or the size of an AFM tip).

The kinetic consequences of the potential barrier at the membrane surface might be important for various biological phenomena. As noted above, a strong retardation is expected for divalent ions because the potential barrier height depends on the square of ion charge. In the case of calcium pumps this could lead to the locally elevated concentration of calcium ions at the membrane surface, close to the pump outlets, in agreement with the experimental observations (see Silver, 1999, and references therein).

In the case of anion transporting systems, the electrostatic repulsion of the negatively charged surface could be decreased by patches of the positively charged residues. This expectation is fulfilled in the case of the chloride channel from Salmonella enterica and Escherichia coli, the only anion channel with an available crystal structure: here the chloride "entry" surface indeed carries a cumulative positive charge (Dutzler et al., 2002).

Of special interest are those ions that serve as catalytic substrates of membrane enzymes but are not translocated through the membrane (i.e., nucleotides, phosphate anions, carbonic acids, etc.). These ions usually carry several negative charges, so that potential barrier for them is expected to be very high. In most of the available structures of membrane proteins, the binding/catalytic sites for such ions are located far away from the membrane/water interface (see Fig. 3). In the case of redox enzymes, the peripheral substrate-binding centers are connected with the electron/proton coupling machinery in the membrane core by electron transfer chains formed by numerous redox centers, as it is seen in the structure of the fumarate reductase (Lancaster et al., 1999). In the case of the ATP synthase (Junge et al., 2001) and transhydrogenase (Cotton et al., 2001), rather tricky mechanical gears are used to connect the catalytic sites with the membrane. It is imaginable that the kinetic losses of bringing polyanions into the low-ε interfacial water layer are larger than the evolutionary "investments" needed to invent and construct all these transmission gadgets. If so, at least from the enzymes' point of view, the position of these substrate-binding centers at >3 nm away from the membrane/water interface might mark the boundary from which the bulk water phase stretches out.

APPENDIX

Steady-state proton flux generated by a single proton pump at the membrane/water interface

Here we calculate the proton flux arising due to proton ejection by a point pump in the framework of planar model described in the main text. The stationary Smoluchowski equation in cylindrical coordinates has the form

$$\frac{\partial^2 c}{\partial r^2} + \frac{1}{r} \frac{\partial c}{\partial r} + \frac{\partial^2 c}{\partial z^2} = \frac{Q}{2\pi D_5} \delta(r) \delta(z - z_0),$$

where Q is the rate of proton production by the pump. The solution can be obtained as a superposition of the general solution of the homogeneous equation and a partial solution of the inhomogeneous equation. As a partial solution we choose the Green function for diffusion in an infinite space, $G(r, z) = Q / D_5 (r^2 + (z - z_0)^2)^{-1/2}$, normalized in accordance with the source intensity. The general solution of the homogeneous equation can be obtained by separation of the variables. The concentration functions $c_1(r, z)$, $c_2(r, z)$ and $c_3(r, z)$ which are defined in the main text are thereby written as

$$c_1(r, z) = \frac{Q}{D_5} \int_0^\infty [A_1(\mu) \exp(z\mu) + B_1(\mu) \exp(-z\mu) + \exp(-|z - z_0|\mu)] J_0(\mu r) d\mu,$$

$$c_2(r, z) = \frac{Q}{D_5} \int_0^\infty [A_2(\mu) \exp(z\mu) + B_2(\mu) \exp(-z\mu)] J_0(\mu r) d\mu,$$

$$c_3(r, z) = \frac{Q}{D_5} \int_0^\infty B_3(\mu) \exp(-z\mu) J_0(\mu r) d\mu,$$

where $J_0$ is the Bessel function of the first kind of zeroth order. The coefficients
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$A_1(\mu)$ and $B_1(\mu)$ are determined by the boundary conditions, and for Model 1 they read:

$$A_1 = 2\left(e^{-2\mu_1 T_1} - e^{-2\mu_1 (1+L_2) T_2}\right)/\left(1 - e^{-2\mu_1 T_1} + e^{-2\mu_1 (1+L_2) T_2} - e^{-2\mu_1 L_2 T_1 T_2}\right)$$

$$B_1 = A_1 + 1$$

$$B_2 = (-A_1 + e^{-2\mu_1 (1 + B_1)})/(e^{-2\mu_1 L_2} - e^{2\mu_1 T_2})$$

$$A_2 = -e^{2\mu_1 L_2} B_2$$

$$B_3 = -A e^{2\mu_1 L_2} + B_2,$$

where $T_1 = \text{tanh}((U_1 + U_2)/2k_0 T)$, $T_2 = \text{tanh}((U_1 + \ln(D_0/D_1))/2k_0 T)$. The functions $c_1(r, z)$, $c_2(r, z)$, and $c_3(r, z)$ were calculated by numeric integration.

In a similar way we found the solution of Model 2. The latter contains only the functions $c_1(r, z)$ and $c_2(r, z)$, whereas $c_3$ was zero everywhere in the bulk. The quantitative analysis revealed, however, that protons propagate in the bulk solution by orders of magnitude faster than they cross the potential barrier at the surface. As a result, the solutions of both models were almost identical, so that we quoted only Model 1 in the main text.
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